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PREFACE

This repor! is an augmented version of a report originally issued in September of
1976, during the demonstration at the end of the five-year speech eftcrt. The first
section reports on the various speech understanding sys.ems developed at CMU during
the five year period and highlights their indinidual contributions. €ection 1l contains a
briet description of several techniques and knowledge sources that contributed to the
success of the final systems. Section Il gives detailed performance resulls of the
Harpy and Hearsay-Il systems. Resulls include the performance of the systems not
only for the 1000 word task but for several simpler tasks. Section IV contains
reprints of papers presented at various conferences since September 1976. Section
V contains a hst of pubiications of the CMU speech group.

The CMU Speech Group gratefuily acknowledges the following contributions which
have been instrumenial to the successful conclusion ot the five-year speech
understanding sysiems research eifort at Carnegie-Mellon University:

Howard Wactlar, Director of our Computer Faciity, for his untiring efforts in
providing a smoothly working real-time computing environment for speech
understanding systems research.

Carolyn Councill, Mark Faust, Bill Hattey, John Paulson, and other members of the -
operations staft for providing a highly coope_rative and reliable operating
environment. ’

Bill Broaaley, Stan Kriz, Rich Lang, Paul Newbury, Mike Powell, Brian Rosen, and
Jm Teter of the engineering group who designed and maintained the special-
purpose systems needed for this research. A speciai thanks to Mark Firley and
Ken Stupak for their surerb engineering cupport.

Allen Newell for giving freely cf his tirme and ideas to foster this research.

Joe Traub and the Faculty of the Department of Computer Science for their help
in facilitating this research.

Other individuals and groups working in this area for providing a stimulating,
intellectual atmosphere in which to solve this ditticult problem.

Dave Carlstrom, Steve Crocker, Cerdell Gieen, Lick Licklider, and Larry Roberts
for prcviding a research management environment which makes breakthroughs
cossibie.
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I MULTI-SYSTEM APPROACH TQ SPEECH UNDERSTANDING®
Raj Recidy

INTRODUCTION

In 1971, a group of srienhists recommended the initiation ot a five-year research
program tocwards the demonstration of a4 large-vocabulary connected speech
understanding system (Newell et al, 1971). Instead of setting vague oojectives, the
group proposed a set of srecafic performance goals {see Fig. 1.7 of Newell et al,
1971). The system was required to accept connected speech from many speakers
based on a 1000 word vocabulary task-oriented grammar, within a constrained task.
The svstem was expected to perform with le s than 107 semantic errors, usirg about
300 million instructions per second of speech (MIPSS)** and to be sperationat within a
five year periwod. The proposed research wa: a highly ambitious undertaking, given
the almost tolal lack of experience with connected speech systems at that time.

The Harpy and Hearsay-ll systems devcioped at Carnegie-Mellon University had
the best overall performance at the end of tne five year period. Figure 1 illustrates
the performance of the Harpy system relati «+ to the orginal specifications. It not
only saiisfies the original goals, but exce s some of the stated objectives. [t
recogmizes speech from male and female ¢peakers using a 10l1l-word-vocabulary
document retrieval task. Semantic error 1s 57 and response 15 an order of magnitude
tacter than expected. The Hearsay-l] system achieves similar accuracy and runs about
2 to 20 times <lower than Harpy.

Of the many factors that lea to the finai successful demcnstration of these
systems, perhaps the wos! important was th syc<tems development methodology that
evclved. Faced with prospects of develoamng systems with a large number of
unknowns, we opted to develop several inrmediate "throw-aweay” systems rather
than work towards a single carefuliy desigr i u'timate system. Many dimensions of
these intermediate systems were deliberately ninessed or ignored so as to gain deeper
underslanding of some aspect of the overall - ;stem  The purpose of this paper 15 to

GOAL {Noy. 1971 _HARPY (Nov. 1976)
Accep!t (onnected speecit Yes
from many 5 (3 male, 2 femate)
cooperative speakers yYes
in a quiet rocom compuler terminal room
using a goad microphone cioce-taltking microphone
with shght tuning /speaker 2%-30 senrtences/taiker
accepting 1000 wards ;011 word vocabulary
ucing an arhificial syntac avi, branching factor = 33
in 3 constraining task document retrieval
yrelding < 10/ semantic error 57
requir.ng approx. 300 MiP55** requiring 28 MIPSS

us'rg 256k of 36 bit words
costing §5 per senten.e procecssed

Figure | Harpy performance (omparcd to desired goals

¥

Qaper to appear in Carnegie-Meilon Comput : Sc.ence Research Review, 1977,
"* The actuai cpecifications staled “z2 few l.mes reai-i-me” on a 100 MIPS (Milhon
nafructions ner apcone) machine




Tash characteristics
speakers; numper, male/female, dialect
vocabulary and synlax
response desired

Signal gathering envirecnment
room noise level
transducer characleristics

Signal transformations
digitizalion speed and accuracy
special-purpose hardware required
parametric representation

Signal-to-symbol transformation
segmentation?
level transformation occurs
label selection techmque
amount of tra:ning required

Matching and searching
relaxation: breadth-first
blackboard: best-first, island driven
productions: best-first
Locus: beam search

Knowledge source representation
networks
procedures
trames
productions

System organization
ieveis of representation

single processor / multi-processor

Figure 2. Design choices for speech understanding systems.

Jlustrate the incremental understanding of the solution space provided by the various
intermediate systems developed at CMU.

Fipure 2 dlustrates the larpe number of design decizions which confront a
speech understanding system designer®. For each of these 10 to 15 design decisions,
we have 3 to 10 feasible alternative choices. Thus the solution space for speech
systems seems to contain 108 1o 108 possible system designs. Given the interactions
vetween design choices, it is not possible to evaluate each design choice in isolaticn
outside the framework of the total system.

* Further discussion of many of these design choices can be found n Reddy
(1976).
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SYSTEMS

Figure 3 shows the genealogy of the jicech understanding systems developed
at CMLUL In this section we will briefly outhnc tive interesting aspects of each of these
systems and discuss their contnibutions towards the development c¢f s<peech
understand:rg sy< 'oms lechnology. More corrplele descriptions ot these systems can
be found in the references hsted at the end.

The Hearsay-l System (Erman, Fennell, Lowerre, Neely, and Recdy)*

Hearsay -l (Reddy, Erme~ and Neely i973: Reddy, Erman, Fennell and Nee!,
1973), the first speech understanding system deveivped at Carnegie-Mellon University,
was demonstraled in June of 1972, This systom was one of the first connected speech
uncerstanding systems to use task dependert xriowledge to achiee reduction of the
sevarch space. Recogrition uses a best-fire: soarch strategy.

Modet

Hearsay-l was the first system to utilize independent, ccoperaling knowledpe
scurces ond the concept of a globa) data bace, or "blackboard”™, through which all
knowledge sources communicate. Knowledge -curres cocnsist of the acoustic-phonetic,
syniactiz, and semantic modutes. Each mooui- aperales in the “hypothesize-and-test”
moade. Synch:<nous activation of *he modules leads 1o 3 best-first search strategy.
Several other systems have useo this strateg. (Forgie 1974). This system was one of
the first to use syntachically derived word d asrams and trigrams, as anti-productions
‘Neely 1973), to predict forv ard and back vard trom Tisiands of retiabiity”. Task
dependent kncwiadge, such 25 a board poc.tisn 1in the chess lask, 1s used by the
semantic module (Neely 1973) to reject neanungiess part:ial parses early in the
recogmtion process. The acoustic-phonetic 1nodule uzes amplitude and zero-crossing
parameters to obtain a multilevet segmentat.on nto sylabie-size and phoneme-size
umts (Erman, 1974).

Performance

Over a wide range of tasks, the avera ¢ sentence error rate was 697 with a a
word error rate of 457, Speed varied betwein 3 and 15 MIPSS over 162 utterances
containing 578 words. Hearsay-| yields mucr tuzher accuraces on tasks with which it
1o carefully trained. fFor the chess task, for ir ~lance, a.brage sentente and word error
rates were 21 and 7 percent, respectively, wiiti an average <peed of 2 MAPSS.

Discussion

Hearsay-l, as a successfui conrected- prech understanding system, served to
ciartfy the nalure and necessary inleractioin ¢l several sources of knowledge. lts
flexibitity provided a means for testing and e aluating competing theor:es, ailowing the
hetter theories to be chosen as a basis for tater systems  In retrospect, we believe
this sysiem oraganization would have been aorquate tor the ARPA specifications given
present acoustic-pronetic knowiedge

* The principle contributors towards lhe de c.opment of each of these systems are
histed withun parentheses.

S i VRt
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The Dragor System (Baker)

Baker tormutated the recognition proc~o- as a gvnhamic programming probiem.
The Oragon recogmtion system (Baker, 1979), based on this model was first
demonstrated wn April of 1674, The svster. wa: notivated by a desre to use a
general absiract model to represeat hnoviedge sources. The model, that of a
probabihistic function of a Markov process, s fleuble and leads to features which allow
it to function desp:te high error rates. Recormition accuracy was greater with Dragon
than with Hearcay-I, but the sy.tem ran signif:cantly stower.

Model

Dragon was the first system fo demonctrate the use of 2 Markcv model and
dynamic programming ‘n a connecled speech inderstanding system. It included several
interesting features, such as delayed decisicns and integrated representation, and is
cased on a gereral theorelical framework. The general framework ailows accustic-
phonetic, syntactic, and semantik knowiedge ‘o be emhodied in 3 finite-state network,
Fach path through this precomplied network :cpresents an allowed pronunciation of a
syntactically acceptable sentence. Recognit.on proceeds left-lo-right through the
retwork, searching ail possible paths in paralici tc determine the globally oplimal path
(e, the path which best matches the spoken ullerance). Acoustic inputs are peak-to-
peak amphitudes and zero-crossings {rom ove:la;oing, one-third octave fiters, sampied
every cenhi-second

Performance

Recogmtion accuracy was greater with Dr-son than that obtained with Hearsay-
I, but at a cost of speed, Dragon being apg oxmalely 5 to 10 times slower. Qver a
wide var:ety of tasks, the average sentence creor rate was 517, Speed ranged from
14 to 56 MIFSS. The computation is essentisiiy hinear w'th the number of states in the
Markov network. Performance was iater :mproved by Lewerre (Lowerre, 1976).

Discussion

Dragen, with more accurate performacc than kearsay-l, served to stimulate
further re<earch inte factors that led to its n.proved pertormance Many of the ideas
motivating 1tc des:gn were mmportant in the cevc-0pment 0i subsequent connecled-
speech understanding systems. Although taiir 4 stems do net use the Markov Model
and do nol guarantee finding tho globaily tptimal path, the concepts of integrated
representation of knowiedge sources and deiayed decisions proved to be very
valuable.

The Harpy System (Lowerre and Reday)

The Harpy s, stem (Lowerre 1976) wis the first connected speech syslem to
catisfy the oripinai specif:ications given n the Newrell report and was first
demonstrated in Seplember of 1976, System ceosipn was motivated by an investigation
cf the important design cnowes cortabuti -2 to tie success of the Dragon and
Hearsay-l systems. The resull was a compinaicn of the "best™ features of these two
systems with additional beuristics to grve high ~peed and accuracy.

Model

The Harpy system uses the locus mode: of wear k. The locus mode! of search, a
very successful search technique in speetns understanding research, s a graph-
searching techmique 1n which ali except a be am of near-miss alternatives around the

Wy



be<t path are prured from the search tree at each segmental decision point, thus
containing the exponential growth without reqg:iring backtracking. This techmiqu. was
instrumenta! 1n making Harpy the mas!t successful connected speech understanding
system io date. Harpy represents syntacti, lewical, and junciure kncwledge in a
unified neiwark as in Dragon, but withcul the a-priori transitinn probabilities. Phonetic
classification 1s accomplished by a set ¢«i «nearer-dependent acoustic-phonetic
templales based on LPC parameters which represent the acoustic realizations of the
phonec< 1n the lexica! portinn of the network.

Performance

The system was tested on several diiferent tasks with uiiierent vocabularies
and branrhing factors. On the 101l-wori lask using the AIX0S grammar (see
Appendix 11-C), the system word error rate was 37 and the semantic error rate was
5/ (see tig. 1). The system was also tested \«ith connected digits recognition attaining
a 27 word errur rate. Using speaker-independent templates, error rate increases to
77 over 20 speaker including 10 new speake-rs. Using telephone input increases the
error rate to 77 to 117 depending on the noise characleristics of the telephone
system. )

Discussion

+ Backtracking and redundant computation have alway. been problematic in Al
systems. The Harpy system elimnales these in an elegant way, using the beam search
techmque. By comoiiing knowledge ahead of time, Harpy achieves a level of efficiency
that is unattainable by systems that dynawucally interpret their knowledge. This
permits Harpy to consider many more alternatives and deal with error and uncertainty
in a graceful manner.

The Hearsay-1il System ‘Erman, Hayes-Foth, Lesser, and Peddy)

Hearsay-Il has been the major research effort of the CMU speech group over
the last three years. During this period, coiutions were devised to many difficult
conceptual problems that arose during the implementation of Hearsay-1 and other
earlier efforts. The result represents not onl, ar inleresting system design for speech
undcrstanding but also an experiment in lhe area of knowiedge-based systems
architecture. Atlempts are being made by cther Al groups to use this type of
architecture in imzge processing and other knowledye-intensive systems.

Hearsay -1l 1s simiiar to Hearsay-i in that it 1< based on the hypothesize-and-test
paradigm, using cooreraling independent knosledge sources communicating through a
global data structure (Li22board). [t differs in tive ccrse that many of the limitations
anad shortcomings of Hearsay-i are resolved i Hearsay -1l

Hearsayv -{! ditfers trom the Harpy syst mnin thal it views knowledge sources as
diiferent and :rdependent and thus cannot always bhe integrated into a single
representation. “urther, 1t has as a design 10al the ability to recognize, understand,
and respond 2ven in situations rhere senterces cannot be guaranieed to agree with
some predefined, restricted language madel a-. s the case with the Harpy system.

Model

The main features of the Hearsay-1I sy:.lem structure are: 1) the representation
of ncwledse as self-activating, asyncroncus, parallel processes, 2) the
represenfation of the partial analysis in a generalized three-dimersional network; the
dimensions being level of represc-tation (ey., parametric, segmental, syliabic, lexical,
syntactic), lime, and alternatives, with conie«tual ~nd structural support connections
exphaitly specified, 3) a modular structure for .ncorporating new kncwliedge into the
system atl any level, and 4) a system struciure suitable for execution on a parallel
process<ing system. :




Periormance

The present systerm has been tested u.ing anoul 100 utterances of the training
data tor the 1011-word vocabulary task. For a grammar with simple syntax (AIX0S,
the csame one used by Harpy), the sentence error rate is about 167 (semantic error
167). For a grammar with more complex ~yntax (AIX15, see appendic lII-C), the
sentence error rate is about 427 (semantic er:or 267) The system runs about 2 to 20
times slower than Harpy.

Discussion

Hearsay -1l represents an important anc continuing development in the pursuit of
large-vocabulary speech understanding syste.ns. The system is designed to respond in
a semantically (cirect way even wren the information 1s fuzzy and only partial
recogntion 1s achieved. Independent knowle:ice <ources are easily written and added
to Hearsay-ll; knowledge sources may al'o e rcemoved in order to test therr
ctffectiveness., The Hearsay-il system a chitecture offers great potential for
exploifing parallelism to decrease recognitior times and 1s capable of application to
other knowledge-intensive Al proolems deaiingy w:th errorful domains. Many more
vears of intensive research would be necessiry in order to evaluate the full potential
of this system.

The Locust System (Bisiani, Greer, Lowere, and Reddy)

Present knowledpe representation and <earch used in Harpy lend to require
much memory and are not easily extendable (o very large languages (vocabularies of
over 10,000 words and more complex syntar). Bul we do not view this as an
insurmountable limitation. Modified knowledy.~ representation designed for use with
sccondary memories and speciaized pagir & should overcome this difficulty. In
addition, 1t appears larger-vocabulary speech understanding systems can be
implemented on mini-computers without < ianificant degradation in performance.
Locust is designed to demonstrate the feasibil:ly of these ideas.

Model

The mode! is essentially the same z. the Harpy system except, given the
limitations ot storage capacity of main memo:y, the knowledge representation has to
be reorgamzed signiticantly . The network 1s atsumed 10 be larger than main memary,
stored on cecondary memory, and retrieved u-:n3 a specialized paging mechanism. The
choice of the file structure representation a d clustering of the states into pages of
uniform «ize are the main technical probiems a«sociated with the development of this
system.

Discussion

paging system for the 1C11 word -ocabulary is currenlly operational on a
PCP-11/40E and has speed and accuracy gerinrmance comparable to Harpy on a PDP-
10 (KA1Q). Simutation of various paging mod i< 1= currently in progress. As memories
with decreased actess times become avanak ©, thie ciass of systems 1s expected to
perform as accurately and nearly as fast as s tems requiring no secondary memory.

.

Parallel Systems (Feiler, Fenneil, Lesser, McCracken, and Oleinick)

Re<pon<e li.ie for the present systerc . 1« usually greaier than real-time, with
ind.cat:ons thal larger vocabularies and more (ompicx syntax wi!l require more time tor
cscarch. Ore method of achicving greater spe ~ci 15 to use paratel processing. Several
systems cdesigned ana developed at CMU e pioit mutti-processor hardware such as
C.mmp and Cms.



Models

Several systems are currentiy under devreiopment as part of multi-processor
research projects which allempt tc explore potential parallelism of Hearsay and Harpy-
like systems. Fennell and Lesser (1977) stucied the expected pertaormance of paraliel
Hearsay systems and issues of algorithm decumposition. McCracken (1977) is studying
a production system implementation of the H-ar.ay model. Oleirick (1977) and Feiler
(1977) are studying parallel decompositions of the Harpy algorithm. Several ot these
studies are not yet complete, but preliminary performance results are very
encouraging. Oleinick has demonstrated a veision of Harpy that runs faster than real-
time on C.mmp for several tasks.

Biscussion

The main contribution of thece system <tudies (when completed} will be to show
the degree of parallelism which can reasonably be expected in complex speech
understanding tasks. Attempts to produre rehable and cost-effective speech
understanding systems would require extensihne studies in this direction.

DISCUSSION

in the previous section we have briefly outlined the structur2 and contributions
of various speech systems developed at CMLI. in retrospect, it is ciear that the siow
rate of progress in this tield is directly attrib.table to the targe combinatorial space of
design decisions involved. Thus, one miglit reasonably ask whether the human
research stralegy in solving this and other -inular probiems can berefit from search
reduction heuristics thal are commonly used n Al programs. [ndeed, as we look
around, it is not uncommon to find resea:ch paradigms analogous to depth-first
exploration, breadth-first with shaliow cut-otf, vacktracking, "jumping-to-conclusions”,
thrashing, and s¢ on.

QOur own research has been dominated ny two such paradigms. First 1s a variant
of best-first search: find the weakest link (and thus the potential for most
improvement) in the system and attemp! to improve it. Second is a variant of the
beam sedrch: when several alternative apjroaches look promising, we use limited
parallel search with feed-forward. The sysicms shown in Figure 3 are examples of
this type of system iteration and multi-syster < approach.

Many system desigr decisions require in operational total systems framework to
conduct experiments. However, it is not necessary to have a single system thai
permits all possible variations of system desuns. Given enough working components,
wilh well-desigred intertaces, one can construct new system variants without
excessive effort.

The success of the speech understonding research effort is all the more
interesting because it is one of the few e .amples 1n Al research of a five year
prediction that was 1n fact reahzed on time and witnin budget. It 1s also one of the
few examples in Al where adding additional k::owlcdge can be vhown to lead to system
speed-up as well as improved accuracy.

We note 'n conclusion that speech und - standirg research, in spite of the many
superficial differences, raises many of the sane 1<sues thal are central to other areas
of Al. Faced wilh the probiem of reasoning 'n the presence of error and uncertainty,
we generate and search alternatives wiich irave associaied with them a likelihood
value representing the degree of uncertainty Faced with the problem of finding the
most plausible symbolic descriptiorn of the utt-:rance :n a large combinatonial space, we

P T P T : - T
use fedhnigues similar to those used in least-soct graph cearching methods in nroplem




solving. Given the problems of acquisthon and representation of knowledge, and
contro! of search, techniques used in spee'h are similar to most other knowledge
intensive systems. The main difference is that given human performance the criteria
for success, in ferms of accuracy and response time, far exceed the performance
requirements of other Al tasks except perhap' vision.
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II. KNOWLEDGE SOURCES AND TECHNIQUES

The Zapdash Parameters, Feature Extraction, Segmentation, and Labeling for
Speech Understanding Systems (Goidberg, Reddy, and Gill)

Introduction

In spite of early success with very simpie parametric representations of spsech
{see Reddy 1966 and Erman 1974), recent emphasis has been on highly accurate but
computationally expensive parameter extraction techniques such as LPC spectrai
analysis, formant tracking, etc. We feel that simpler, more efficient methods must first
be applied to reduce the amount of input data before more expansive anzlysis is
periormed. The uniform applicaticn of LPC analysis to all the input produces accurate
but very redurdant resuits, znd at high cost. (see Goldberg 1975)

Our apyroach involves two levels of parameter extraction and analysis. The first
teve! produces an accurate segmentation with strong clues as to manner of articulation
and phonetic identity of the segments. For this purpose, we have developed the
ZAPDASH parameters, described below. They prcvide a highly efficient basis for an
accurate, robust segmenter and broad classifier. After the phonetic elements are
isolated, a uniform LPC labeling stage is applied oniy where it is needed to further
refine the segment identification. Preliminary evaluations show significant
computational savings is possible with no sacrifice of segmentation or labeling
accuracy.

The ZAPDASH Parameiric Represen‘atlion

As digital processing of speech becomes commonplace, it becomes desirable to
have a parametric representation of speech which is simple, fast, accurate, and directly
obtainable from the PCM representation of speech. The ZAPDASH rapresentation of
speech (Zerocrossings And Peaks of Differenced And SmootH waveforms) is of this
nature. An important means of reducing computational cost in much of the low level
prccessing of speech is to reduce the quantity of data in the input representation to
the minimum necessary for accurate analysis of the phonetic content of the speech
signal. Our past experience shows that very simple measures of activity in the low
and the high frequency bands (approximately: <lkHz. and >lkHz.) would suffice for ail
but the fine labeling stage. Peak-tc-peak amplitudes and zero-crossing counts provide
simple measures of the amount of activity within each particular band. In ZAPDASH,
the PCM data is used to generate a differenced waveform and a down-sampled,
smoothed waveform (for 10KHz sampling rate, the smoothing FIR filter coefficients
were -1 012444210 -1, used every 4th point). Peak-fo-peak distances and
number of zero-crossings are calculated each 10 ms, resulting in 400 8-bit parameters
per second ot speech. ZAPDASH can be calculated in 15 to 20 computer instructions
per sample and, therefore, can be extracted in less than & 1/3 real time on
minicomputers with 2 mic-o-sec. instruction time. A simple parametric representation
ke ZAPDASH appears to provide sufficient information for accurate phone
segmentation, thus sharply reducing the amount of more detailed spectral analysis
required by many other methods. The resulting four parametric measuremen's
(Smoothed Peak-to-peak, Smoothed Zero-crossing, Differenced Peak-to-peak, and
Qifferenced Zero-crossing) are sufficient to detect, with reasonable accuracy, a set of
10 features, described below, which are quite useful for both segmentation and initial
broad labeling. The ZAPDASH parameters are used by the first stage segmentar to
make decisions on manner cf articulation, The resulting segmentation and broad
classification s accurate yel ingxpensive. Further refinament ot the sagment labels

using spectral analysis is then much more economical.



Segmentation and Broad Classification

The first stage of the program cortains an hierarchical, feature-extraction based
segmenter and classifier. A number of fealures relating to manner of articulation are
extracted.  Silence, voicing, frication, ¢‘ront-back placement, high-low placement,
consonant-like, flap-like, aspiration-like, nasal, and sibilant decisions are made using
the ZAPDASH parameters. In the processing of an utterance, a set of segments is
chosen, with broad classification, for the entire utterance. These identify regions of
the signal such as SlL-silence, SON-sonorant, UFR-unvoiced fricative, VBK-back vowel,
etc. Further sub-segmentation and/or reclassification is conditionsl upon segment
class type, context, and feature values. There are 59 classes currently used internally,
although many overlap one another in the acoustic space.

Modified LPC Labeling

At the second stage, where no further refinement is possible using the ZAPDASH
information, a fine labeler is applied at the mid-points of ail segments. The original
PCM signal is compared against stored templates by a modified LPC distance metric.
ltakura’s minimum oprediction residual metric (Itakura 1975) is used to compare the
segment mid-point to a set of speaker-specific trained templates. The segment class is
used to provide a sub-set of the approximately 100 templates, or a set of a priori
weights to be added to the metric values for all templates. In this way, the mannaer-
of-articulation and the contextual information provided by the earlier teature
extraction improve the labeling.

Resulls

The highly efficient segmentation procedures in the first level segmenter snd
the limitation upon the need for LPC analysis provide a factor of 5 speedup over the
uniform procedures used by HARPY and Hearsay-Il. Preliminary tests with this
program indicate that results for HARPY using this parameterization wiii be just as
accurate and will be computed faster than the results obtained with the more
redundant parameterization it now uses. Present performance of ZAPDASH can be
summarized as follows: Segmentation -- less than 207 extra segments, less than 27
missed segments, and boundary placement within an average of 10 ms. of the manually
defined location. Labeling (broad classes) -- 907 correc!, (finer labeling) -- correct.
template 1n first place 507 of the time, in the first five places 757 of the time. A more
detailed evaluation will be available shortiy.
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A Syllable Based Word Hypothesizer for Hearsay-Il (Smith)

Problem and Motivaticn

A central proplem for speech understanding systems 1s efficiently and accurately
determining what words are implied at the lexical level by the data at lower leveis.
One solution to the problem is to map each word hypothesized by syntactic ard
semantic information to the lower level representation, then match and rate the word.



But as speech systems permit larger vocabularies and languages with less restricted
syntax and sen antics, they must depend more on bottom-up methods to limit the
search space of possibie word sequences. The eflectiveness of 3 hypothesizer can be
measured by the percent of the correct words and the number of competing words it
hypothesizes. One method of bottom up word hypothesization is to go directly from
the phone sequences found for the utterance to word hypotheses as in the BBN HWIM
speech system (Klovstad, 1976). The solution used in Hearsay-I! uses an intermediate
level of syllables between the words and phone segments. )

Solution

+ The word hypothesizer uses equivalence classes of syllables (called Syitypes) to
support word hypotheses (Smith, 1976). These Syltypes were defined so that
syllables which were likely to be gziven similar segments and labels by the speach
system would have the same Syltype. No attempt is made by the word hypothesizer
to distinguish between words which have the same sequence of Syltypes. The word
verifier later makes this distinction as it rates the words.

The Syltypes we now use are defined by a sequerice of states corresponding to
phoneme equivalence classes. A Markov probability model relates the state sequence
of a Syitype to the segment lzbels hypothesised by the segmenter and labeler. A
word may be hypothesised by the following sequence of events: For each syllable
nucleus in the utterance (defined by a heuristic using segment |labels and an ampiitude
function), the most likely Syltype state sequences are found by searching the segments
from the nucieus out to adjacent nuclei, or perhaps the utterance boundaries. For
each Syltype hypothesized with a "good” rating the set of words containing syllables
mapping to the Syltype, are retrieved using an inverted lexicon. A multi-syilabic word
in the set is rejected if it matches poorly with adjacent Syltype hypotheses. The word
verifier is then called 10 rate each word. Those with a poor rating are rejected.

Resulls

Since the word hypothesizer’s ratings for words are usec only 1o determine
whether to reject the word or to verifier the word, it is used as a filter for the word
verifier. The performance relevant to this task is the percentage of the spoken words
correctly hypothesized and the fraction of the vocabulary hypothesized per spoken
word. The rec 's from twenty test sentences indicale that, for a 1011 word
vocabulary, 67; of the correct words are hypothesized when 80 words are
hypothesized per spoken word (87 of the vocatutary). Of course these numbers can
be varied by changing thresholds. [t the speech system can function with only 577 of
the correct words hypothesized bottom-up, then only 5! words need to be
hypothesized per spoken word (57 of the vocabulary). Similarly, higher accuracy can
b - obtained with a greater number of competing word hypotheses.
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Wizard. A Word Verifier for Hearsay-1l (McKeown)

Problem and Motivation

A key problem for speech understanding systems 5 the verification ¢f word
hypotheses generated by various knowleoge sources in the system. The verifier must
assign a likehhood score which 15 commensurale with the match between the



underlying acous!ic dala and the phonetic description of the word. The goodness of a
score may be only temporally significant; the scoras shoild rank order competitive
words in any liine area such thal the correct word s high i the ordering. In addition
to this accptance criteria, it 1s also necessary for the verit'er to reject absolutely a
large percenlage of the hypothesized words, without rejecting a significant number of
correct words, in order to constrain the combinatorics at higher levels.

Solution

In HEARSAY II, words may be generated bottom-up by the word hypothesizer
(POMOW) or predicted top-down by the syntax and semantics module (SASS). Each
uses a very different strategy for verification since bottom-up nypothesis have a
known approximate begin/end time while top-down hypotheses use = verified word to
predict words to the left or right, and thus only one time i known. . .

The word veritier, WIZARD, uses a general Markov model for speech recognition
(BAKER,1975 ; LOWERRE,1976). The acoustic information is a segmeatation of the
utterance where each segment 1s represented as a vector of phoneme probabilities.
tach word in the lexicon s represented by a statically defined ne:work which
embodes alternate pronunciatiors of the word. This mode! finds the optimal path
through the word netwerk and assigns as the word score a normalized sum of all the
log-probabilities for states (phonemes) or that path. Networks do not ‘ake into
account word junctures but do handle internal phoneme junctures. Thus WIZARD
attempts to verify words as if they exist in isotation.

Wizard handles bottom-up words in the following maaner: The predicted
begin/end times are mapped into their respective beginfend segments: bseg/eseg All
paths which begin at bueg-1/bseg/beg+l and end at eseg-1/eseg/eseg+]l are explered
in parallel. Each of the nine possible optimal mappings i1s examined and the .best of
these is chosen as the mapping of the word network over the segmented acoustic data.
Thic possible time shifting allows the verifier to recover from incorrect times due tc
differences in representation of the acoustic data betwzen knowledge sources. As a
result, the verifier may change times on word hypotheses as well as rate them.

Words which are hypothesized top-dowi. pose a different problem in terms of
verifization, since oniy the begin or end time is known. In this mode it is necessary for
WIZARD to predict the missing time as well as to return a rating. A major problem s
boundirg the number of segmenis considered in a prediction. Currently several
heuristics are employed. Since all states on the optimai path must be mapped to at
least one segment, the lower bound on the number of segment, is the minimal number
of network transitions (mintran). An upper bound was experimentally determined to be
4rmintran, thus on the average no mcre than 4 segments are mapped into any oOne
state. This number 15 a function of the segmentation, which tends to over-segment,
and the network descriptions, which allow reduced spellings. The POMOW word
hypothesizer generates an upper bound based on the expected number of vowel
nucle) 1n the word and their position relative to the beginning of the prediction. The
smaller of these upper bounds s used. WIZARD iteratively meps each of the segments
from the given begin segment to the upper bound. [t considers those mappings which
fell between the iower and upper bounds and picks the best after appropriate
normahzation. The time of the best end segment is returned aloang with the rating.

Results and Conciusions

The results summarized n Table | are for five data sets, containing 100
utterances, in which 332 correct words were hypothesized bottom-up by POMOW. In
add:t-on, 13053 incorrect words were gensrated. The vocabutary size for PCMOW and
WIZARD was approximately 550 words. WIZARD rated each of the words using
begin/end times generated bottom-up. Each verification took, on the average, 100ms of
CPL time on a DEC PDP-10Q (KA} For each raung threshold (1510) the number of
correct and incorrect words that were accepted or rejected 1s tabulated. From this
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data the number of words hypothesized per word position and the percen! of the
vocabulary hypothesized per word posit:on can be calculated. These numbers give a
vocabulary independent messure o! performance, allowing comparisons between
various syst:m configurations. An average ranx order of the correct word is provided
which measures, at each threshoid, the number of words in each word position that
must be examined in order to include the ccrrect word. The range of rank orders
between the data sets (20 utterances/set) is also indicated.

TRBLE |
THR 1S # HYPED BY PORON RCCEPTED REJECTED S.6 RANX ORCER
CORRECT 332 326 (381 6 27 3.6 -7.1
INCORRECT 13853 18426 (381) 2627 (2812
TotAaL 13385 18752 (8820) 2633 (29873
#/40R0 POS 8 Bn 32 (8D 8 (22
THR 18 & HYPED By PONOW RCCEPTED REJECTED 4.5 RARK ORDER
CORRECY 332 312 (341) 28 ( 64) 3.4 - 5.6)
INCORRECT 13853 6462 (497) 65381 (517)
ToTAL 13385 6774 (Stn) B611 (491)
#/MORD POS 48 (81 28 ( 40) 28 ( &42)

Sample results af verificalion in the prediction mode are presented in Table 1L
In this mode it is important that the best rating for the predicted word comes from a
mapping 'hat closely apprcximates the actual time in which the wnrd appears. If this is
not the case there s the danger that a correct word, which is highly rated, will be
hypothesized with times which will disrupt the recognition of word sequences by top
end knowledae sources. Small errors in the determination of the missing time can
propagate time errors which may cause whole words to be missed. Tabie I
summarizes the results of an experiment to predict begin/end times of 529 words
where both times were actually known. The distance, in segments, is calculated from
the known word bound and its predicted word bound. The table also shows the
distribution ot distances for the best mapping. Given thal the average segment
duration 1s 3.2¢s, a distance of 2 would correspond to a range of predicted bounds
6.5¢s about the actua! bound. Each prediction takes, on the average, 180ms of CPU
time.

TABLE 11

BEST RANKED PREDICTED «ORD BOUNDARRY

DIST FREQ I cin ¥
e 129 287 247
1 289 427 647
2 182 184 832
3 [$} 8 917
4 20 [ ¥4 952
5 17 iz 981
3 7 17 9391
7 4 1z 1882
8 2 81
9 1 62
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Areas of further research involve dynamic gereration of multiple word networks




using static networiis and word juncture ruies, Jlternate score norinahization schemes,
and improverient in the effectiveness of bounding predictions using vowel nuclei.
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Word Pair Adjacency Acceptance Procedure in Hearsay-I1 (Robert Cronk)

Introduction

In the Hearcay-ll speech understanding system, several knowledge sources
attempt to construct sequences of words from the word candidates hypothesized on
the blackboard Pairs of words which are approximately time-contiguous and
syntactically adjacent (may be paired in the grammar) are considered for cxtending
word sequences. To avoid the combinatorial explosion which occurs in a3 grammar with
a large branching factor, a procedure is required which wifl constrain the number of
word pairs to those which have a high probability of being the correct ones.

Such a procedure must be computationally inexpensive, since it must make
decisions on hundreds of pairs of hypothesized words. It must rely upon knowledge of
word junctures and upon the information contained in the segmental transcription of
the spoken utterance. And it must reject as many incorrect pairs (word pairs not
actually spoken) as possible, without rejecting any of the correct pairs.

This paper describes the word pair adjacency acceptance procedure (JUNCT)
developed for Hearsay-ll, the knowiedge it uses, »r.ag the ~ -1a-! resuits.

Description

Input to the JUNCT procedure is a pair of wora hypotheses. 1f it determines
that the words are adjacent, based upon the times associated with the hvpotheses, the
juncture rules contained in the procedure, and the blackboard segmental descriptinn of
the spoken utterance the pair is accepted as a valid sequence; olherwise it is rejected.

Word j:inclures which JUNCT must use to make its decisions fall within three
distinct cases:

(1) Time-contiguous hypotheses: Words whick are time contiguous in the bltackboard
are immediately accepted by JUNCT as a pussible sequence. No further tests for
adjacency are performed.

(2) Overlapping hypotheses: When two words overlap in time, juncture rules are
apphed in the context of the blackboard segmental transcription of the uiterance to
determine if such a juncture 1s allowable for the word pair.

(3) Separated hypotheses: When the words are separated by some interval of time,
rules are applied, as in the overlap case, to determ.ne whether the parr can be
accepted as a valid sequence in the utterance.

The junclure rules used by JUNCT are of two lypes: (1) allowable overiaps of
word end-phoneme and begin-phoneme, and (2) tests for disallowed segments within
the word juncture. A bt matrix ¢f allowabie overlaps is precompiled into the
procedure, and 1s indexed by the end-phoneme and begin-phoneme of the word pair.
Any overlap juncture involving phonemes which are not allowed to share segments 1s
rejected by JUNCT. In the separation ctase, as in allowed overlaps, the blackboard
segmental description of the spoken i{terance 1s examned in the context of the end-
phoneme and begin-phoneme oi the word pair to determine it any disallowed segments
are present in the juncture gap. If such segments are found, the word pair 1s rejected.
Cnly when a word pair passes all rule tests which apply in the segmental context ot its
junclure 1s 1t accepted ac = vahd sequence.
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Currant Results

Stand-atone performance evatughon runs were made over 60 utterances using
words generated from files produced oy the Hearsay-il word hypothesizer.
Syntacticaliy adjacent pairs of words whose ratings were 40 and above (on a scale
from G to 100) and whose times (lett-word end time and righi-word beg!n time) were
within a 200 millisecond interval were considered. Al of the words used for tesling
the procedure were hypothesized “bottom-up” in Hearsay-ll; no predictions we-e used
in the evaluation runs. The foliowing table summarizes the performance of the JUNCT
procedure.

CORRECT INCORRECT
WORD PAIRS | WORD PAIRs | TOTA
ACCELPTED 188 (957) | 2891(417) | 3079 (427) !
REJECTED 5 (52) 4224 (597) | 4233 (587)
L ]

It 1s expected that, as Icwer-levei sources of knowledge provide more accurate
times icr word hypotheses, the rules for acceptance of valid word pairs may be
tightered, turther increasing the speed and performance of Hearsay-II

Syntactic Processing in Hearsay-!I (Hayes-Roth, Erman, Fox, and Mostow)

The bacic tasks facing the three syntactic knowledge sources in Hearsay-Il are-
to parse syntachicaily acceptable cequences of words; to predict words that can be
(syntactically) adjacert to the ends of 3 word sequence; and to construct larger
sequences when predicted woros are verif:red. The chief obstacle is firding all
possible syntactic structures that can prcduce a given sequence of words. Of the
traditicnal parsing mechanisms, oniy bottom-up Kay-type parsers have addressed the
problem of bulding prrase-structore trees which are not necessarily anchored at tihe
start (or end) of 2 sentence. But these methods are still inadequate tor parsing in the
current environment because of their requirement that all constituents of a phrase be
present in order for a phrase to be rezognized. I[n Hearsay-li, a general method for
such partial par<ing of incompiete phrase structures has been developed and is used
to parse srammatical worg sequences, to predict extensions, and to join up to three
sequences of words together in a new syntactic structure.

The details of the method are now briefiy described. To minimize redundant
computing, the syntactic {context-free: grammar is converted to an equivalent template
normai form grammar in which all sequenhal productions have binary derivations {e.g.,
n » B C D is replaced by A » 28 X and X = C D) Thus, frequentiy oceurring
grammaiical subsequences are repiaced by o common higher-order non-terminal



thereby minimizing recomputation of common subexpressions (Hayes-Roth and Mostow,
1975).

The word-saquence hypothesizer, WOSEQ, generates the initisl word sequsrces
that are partial-parsed. Given a word sequence wl .. wn, the RECOGNIZE parser
knowledge source works in a conventional bottom-up manner, with the exception that
any words or phrases (non-terminais) that are required by a grammar rule to precede
(foilow) a constituent at the first (last) pos<ition of the sequence are pseudo-
recognized; that is, if the word sequence wl .. wn can be derived from the productions
SA-AT TowlV,VaUX, U= wn A-=w0, and X = w(n+i), then the non-tarminais
A and X will be pseudo-recognized and the sequerce wl .. wn will be parsed as an
instance of S, with ¢losest left-missing constituent A and closest right-missing
constituent X. Bottom-up parsing continues untid ali of the words in the input
sequence are subsumed by each highest-order phrase or until no further rewrites are
possible. The highest-order phrases constructed that derive the entire word sequence
are referred to as spanning phrases. Becauce parsing is discontinued on spanning
phrases, the partial-parse technique essentially identifies minimal (lowest-order)
parses of each sequence. Each distinct parse of a sequence specifies a spanning
phrase and the pseudo-recognized closest missing constituents. There may, of course,
be several distinct parses of any word sequence. |f no parse of a sequence is found,
it is rejected. Whenever a seguence hypothesized by the word-sequence
hypothesizer is rejected, that knowledge source wakes up, decomposes the rejected
sequence into mavimal subsequences, and then hypothesizes any sufficiently rated new
word sequences.

Given a spanning parse of a sequence wl .. wn with closest left and right-
missing constituents A and X, the words thal can be adjacent to <wl or wn> are all
rightmost derivatives of A or leftmost derivatives of X. If a spanning phrase has no
closest ieft-missing (right-missing) constituent, the possible adjacent words are found
by "going up-and-over™: the rightmost (feftmost) derivatives are computed for each
constituent that can be directly adjacent to this feft-complete (right-complete) phrase
in some higher-leve! spanning phrase. Predictions of words are made by the PREDICT
knowledge source whenever the extension of a previously parsed word sequence is
scheduled and executed. Predictions may be made to both sides or to only one side
depending on the relative and absolte numbers of grammatically possible words on
the two sides. In any case, if none of the predicted words on one side is verified, the
word-sequence hypothesis, although syntactically valid, 's deactivated. No further
processing of that sequence can occur unless it is retrieved by another sequence
extension colliding with it on the side that failed the extension etfort. Such a salutary
collision resulls in tne reactivation of the cequence.

When prediciea words are verified, the CONCAT knowledge source may extend
the parse by concatenating the veritied wcrds to the predicting word reference.
Given the sequence <wl .. wn> and verified preceding predicied words al, a2, .., ak
and verified succeeding predicted words bl, b2, .., bm, an attemp! is made to partiat-
parse all sequences <ar wl . wn b)> as well as ail sequences <x| x2 .. xp a: wl .. wn
bj yl y2 ... vyq> where <x1 x2 .. xp a> (<bj vl yl .. ya>) s a previousiy parsed
sequence of words on the blackbearu that is ime-adjacent to and precedes (succeeds)
<wl . wn> All successfully parsed sequences generate phrasal hypotheses. Thus, in
addition to s:mply extending sequences a-word-at-a-lime in each direction, finding a
predicted word as the terminus of an existing adjacent sequence can trigger the
conc atenation ot three sequences at once.

Conclusion

Because {he words that are hypothesized from other knowledge sources form
arbitrary sequences that usually do not completely satis‘y constituent structures of
phrase rewriting rules, a generai mechanism tor part:ai-parsing 15 needgec. 1he current
implementation generales minimal spanning phrases and retains at most one ciosest
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missing constituen! on eath side of each phrase. Parhial-sarsing times average about
50 msec on the KLIO for a 1000 word vocabulary with a 15 branching-factor
grammar. Extensions of sequences are quickly computed by running down the right or
left sons of the binarly sequence nodes of the closest missing constituents. Three
adjacent sequences are syntactically concatenated by partial-parsing the concatenated
word sequences. 1he current implementation provides an efficient sotution to assentias
problems of synlactic processing. In additicn, the three related knowiedge <ources
decompose this processing into nalural components with a grain-size that is sttraclive
tar fOCusnp and control.
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Focus and Control in Hearsay-ll (Hayes-Roth and Lesser)

The Hearsay-ll speech understanding system currently comprises 13 knowledge
sources (KSs), 11 rt which are dala-directed Each data-directed KS is invoked
whenever new or modified blackboard data configurations matching patterns of
interest are found. Monitoring for potentially relevant data changes is pertormed in
two steps: changes in hypotheses or links al parficular levels are collected in change
sels specific to each KS; procedures called precond:it:ons then closely examine each
accumulaled change and its blackboard context to determine f the exact pattern of
interest 1s present. Once such a pattern s detected, the relevant KS i1 invoked
{scheduled) to operate upon it. The basic contro! problem s tc execute first those
preconditions and KSs that are most hkely to lead to successful recognition ot the
utterance. The two chief subgoals are: (1) 1o fing the best interpretation as quickiy
as possible and {2) to reduce the number of incorrect hypotheses that are generated
and tested. [n fact, if oo many incorrect hypoltheses are examined, working storage
capacity of the system may be exceeded, thus preciuding eventual correct recognition
of the ullerance.

The current approach to the control probtem follows closely the design of the
focus of attention mechan:sm described ir detas! :n Hayes-Roth and Lesser (1976). The
basic concepts of tha! paper are quitkly revieaed here: (1) The Competition Principle:
the test of severa! alternatives should be performed first; (2) The Validity Principle:
more processing should be given to KSs operating on mnre valid data; (3) The
Significance Princple: more processing should be given tc KSs whose expected results
are mcre significant; (8) The Efficiency Principle: mere processing should be given to
KSs that perform most reliably and :nexpensively; (5) The Goal Satisfaction Principle:
more processing should be given to KSs whose respcnses are most likely to satisfy
processing goals.

The degree tc which a precondition or KS satsties these principles is reflected
oy its desirabiity, an increasing funchtion of its vahdity, duration, level of analysis,
importance, concordance with cantro! threshoids (goals), (relative and absolule)
expected superiority over the best competirg aiternative 1n the same lime area, and
the time elapsed since an improved degree of recognition was achieved (stagnalion) in
that time area While the desirabdity of a KS instantiation awaiting evecution s
determined directly from ¢nly one data patterrn and the declaratie coniro! knowledge
about the direction {on tne blackboard) and relative etfectiveness of 1its actions, the
decirability of a8 precondhion s taken to be the maximum of such values over al}
hypotheses in its change sei.

Using this general scheme, we have impiemented one part:cular control strategy
by selting particular processing goals on the tlackboard. [Initially  the




segmenier flabeller 1« execuled and s lorced o run 1o completica. this insures that
bottom-up sylable hypothesization wili have the benefit ol complele segmeantal
conlexts. The syliable hypothesizer 1< executed i turn, and for a simitar reaszon is
atso torced to run to (ompleton At this pa:nt the s, llable-to-word KS responds to
new syllables and generates a!! potentially plausitle words. The strategy module then
esfabhishes thresholds governing which of the<e words 1s hypethesized. It attempis to
have several highly raled words hypothesized in each area of the ulterance. After
this processing 1s completed, the word-sequence hypothesizer examines all words in
paralie! and identifies promising conrected sequences of time-adjacent syntactically
possible pairs of werds (seeds). The best of these in each time are ther, hyputhesized,
trom this point on, a complex sequence of Jata-diwected preconditions and KSs is
invoked, scheduted, and executed to controi syntaclec parsing, hypothesization of
ptausible wards to extend syntactic sequences, concalenation of verified words or
phrases wilh adjacent phrases, and the generation of further seeds when the system
is stagnating. Whenrever any new complele parse is found, a spectal KS i1s invoked to
determine which remaining hypotheses and KS instantiations are insufficiently
attractive to preserve. These are either rejected or deleted. Processing then
continues until a quiescerce occurs reflecting that the remaning alternatives dre
insutficiently credibie to continue. If a sofficiently p ausible sentence has been
recognized, the stopping condition KS decries to terminate the analysis; or if no
complete sentence has been formed, an attempt s made to interpret the best partial
sequences by the syntox and semantics knowledge source.

Conclusion

Each precondition and K3 s regarced as a [condition-saction] schema, with
known inputs (blackboard hypotheses and hinks), 2 known direction of action (bottam-
up, lop-down, or same-level and forwards, backwards, or same-lime}, known relability
and efficiency, and therefore, a known expectad result. By comparing the expectecd
results of all scheduled achivities tc the cur =nt state of recogmtion and desired areas
of activity, the best pending instantiation can be execued first. As & result of tuning
the wvarious weighting factcrs, we seem 10 hawe achieved a desirable batance of
breadth- and depth-first search (in a gichai <ense) with effective suppression of sub-
optimal (in a local sense) actrsities. Further, by separating expensive searches into
twe or more success:ve steps (e.g, change sets and preconditions do gross fitering
and only subcsequen! KSs do fine, expensive processing; or, before expensive syntactic
sear.hes are performed, inexpensive searches are made for plausible sequences of
syntactic word pairs), it appears thal we have achieved some efficiency in the overall
organzation and contro! of the search proces-.
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Policies for Rating Hypotheses, Halting, and Selecting a Solution in Hearsay-
Il (Hayes-Roth, Lesser, Mostow, and Erman)

Purpose of hypothesis validity ratings

The rating policy module (RPOL) In Hearzay-il prevsides a umiform basis for
comparing the plausibiity of ditferent hypolheses. The hypotheses may be compehing
alternative interpretat.ons of the same porticn of the ulterance at some level of the
blackboard, 1n whch case the nypotnesis whuwe vairdiy fal.cg is Nigher 15 considered




more likely to be tre correct interpretation. However, the hypotheses may describe
different port:ions ot the utterance, or provide representations at different levels of
the blackboard. Having a unitorm rating policy means that such hypotheses may
nonetheless be meaningfully compared on the basis of their validity ra‘ings. This
information is used in three ways by Hearsay-il:

(1) to focus attention in promising diractions by considering higher-rated (more
hkely correct) hypotheses betore lower-rated hypotheses. This is implemented by
making the priority of a scheduled action an increasing function of the validity ratings
of the hypotheses which are being acted upon (Hayes-Roth snd Lesser, 1976). Also,
certain types of actions are mnt even scheduled on hypotheses which fail minimum
plausibility tests specified by knowledge source modules. These tests use ‘/alidity
ratings as a measure of plausibility.

(2) to select the most likely correct interpretation of the utterance if there is
more than one phrasal hypothesis spanning the utterance. The highest-rated such
hypothesis is then the chosen interpretation.

(3) to prune the searcn once a solution (ie, an utterance-spanning phrasat
hypothesis) has been found. This is done by restricting further processing to those
actions which are capable of leading to a better (higher-rated) solution.

Computation of hypothesis validity ratings

Hypotheses in Hearsay-ll represent :nterpretations of the speech signal at
various levels of representation: segmental {lowest level), syllabic, lexical, word-
sequential, and phrasal (highest level). An hypothesis may be either conjunctive,
representing a logical product, or temporal sequence, of lower level hypotheses or
disjunctive, reprecenting a logical summation of lower level alternative hypotheses.
The degree to which each lower level hypothesis supports the upper hypothesis is
indicated by an implication between -1CG0 (maximally disconfirming) and +100
{(maximally confirming). This number is attached to a iink in the blackboard from the
lower to the upper hypothesis.

The validity rating VLD(H) of an hypothesis H is a measure of the extent to
which that hypothesis is supporied, ultimately, from the acoustic data. The lowest
level hypotheses are rated by the bottom-end proces<sor. The rating of a higher level
hypothesis H is computed from the validities ot the hypctheses which support H
directly from below, and 1s stored on the blackboard as part of H  The validity rating
of H need only be recomputed when the validity or implication of its support changes,
or when H receives new support. In such cases, RPOL immedizately propagates
resultant validity changes up through the biackboard. Storing the ratings on the
blackboard avoids the expense of recomputing them rectursively whenever they are
used. :
The validity rating VLO(H) of a disjunctive hypothesis H supparted by n lower
level hypotheses Hl, .., Hn via respective link< L], .., in1s given by

Max VLD(HD$IMPLICATION(LI/ 100, (1<ign).
Similarly, the vabidity rating of a c¢onjunclive hypothesis at the word level or

beiow 15 given by
(i » (n-1)/10) = {Sum VLO(H)=IMPLICATION(LI)/100), (1<ign).

The weighting factor (i +(n-1)/10) ret'ects the increased plausibility of an
Fypothesis which has many can;unctize supports.

Above the word level, a somewhat diffcrent function is used to rate conjunctive
hypotheses. The vahdity VLD(H) of a phrasal or word sequence hypothesis H is given
by the duration-weighted average vahdity of its n underlying words Wi, where
duration 1s measured in number of syllables. [.e.,




VLD(H) = (Sum VLD{Wi)siength{W:)) / Sum length(Wi)}, (1sisn),

where length/Wi) = length (in syllables) of the word hypothesis Wi. This formula
is based on the empirical observation that the longer 4 word Wi, the greater the
correlation between its correctness and the correctness of H.

Halting conditions and heuristic pruning

A phrasal hypothesis can be thought of as a subpath through a flow graph
whose arcs are word hypotheses, and whose source and sink are respectively the
beginning and end of the uiterance. A solution (utterance-spanning phrase) then
corresponds to a complete path through the graph. The validity rating of a subpath
(hypothesis) is given by the average arc (word hypothesis) validity along the subpath,
weighted by arc (word) length measured in syliables.

There is a qualitative difference between the task of searching for a solution
(complete path) and the task of deuding when to stop searching and accept the
current best solulion. The former task can efficiently be done best-first, ie., by
extending the most promising path at each siep in the search. [n contrast, the latter
task inherentiy involves searching ali possible paths in order to guarantee that no path
is better than the best one found so far. Once a path has been found, the goal of
processing should be to enable such a guarantee to be made as quickly as possible. In
order to accelerate the attainment of this goal, two heuristics tor pruning the search
are used.

The first heuristic consists of rejecting every word, word sequence, and phrase
hypothesis which, due to its low rating, cannot be extended into a better solution than
the best already found. This heuristic can be thought of as a form of alpha-beta
prun ng, simplified for the case of a one-player game. Rejecting a subpath
{hypothesis) amounts to abandoning certain nodes \n the search tree which correspond
to extensions of that subpath. In operation, an hypothesis is rejected if, when it is
extended into an utterance-spanning path using the highest-rated word hypotheses
currently on the blackboard, the resuiting (not necessarily syntactically legal) sath is
rated lower than the best existing solution. Further processing on rejected
hynotheses is cancelled. This operationalization is imperfect in that it ignores the
possibility of "missing arcs,” we., words whicr may subsequently be predicted by the
syntax module (added as arcs in the graph) and be rated high enough to invalidate
previocus decisions to reject earlier hypotheses.

The secand heuristic 1s based on the observation that, if a better solution than
the current best solution exists, it must be possible to construct it by extending some
existing subpath (hypothesis} which 1s rated higher than the subpath of the existing
solution spanning the same lime interval. (Once again, the missing arc problem is
:gnored.) All hypotheses (subpaths) which de¢ not have this property are deactivated,
t.e., incapacitated as active stimuli. Any scheduled inferential action based on a
stimulus set cf hypotheses is cancelled 1f all the hypotheses in the set are deactivated.
This heuristic can be though. of as arother form of alpha-beta pruning, modified {o
allow sharing of common subtrees n the search tree. Deactivaling a subpath
(hypothesis) amounts to deferring expansion of certain search tree nades which
correspond 1o extensions of that subpath.

The okserved effeszt of these two heuristics 1s to cancel a large amaunt of
schaeduled processing once a <uvivtion is found, and to focus attention on those
activities which are capable of leading to a beller solution. When no such achivities
are left to pursue, RPOL halts processing, selects the highest-rated solution, and
passes it to the semantics module to be interpreted.
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Solutions and partial solutions

RPOL also halts processing when Hearsay-ll exceeds predefined limits on size or
execution time. In this case, RPOL chooses the highest-rated uttersnce-spanning
phrasal hypothesis as its solution. If no such hypothesis has been generated, RPOL
tries to extract a maximum of information from the blackboard by selecting the best
partial parses (phrasal hypotheses) and pa:sing them to the semantics module for
further interpretation (Hayes-Roth, Fox, Gil!, and Mostow, 1976). Here, the “best”
phrase hypothesis H at time t is considered 10 be the hypothesis whose time interval
includes t and which has the highest information content, definad by VLO(H) # iength(H).
RPOL finds the best hypothesis at each time t (measured in syllsbles from the
beginning of the utterance), and passes the (typically small) set of such hypotheses to
the semantics module. Thus even when Hearsay-Il fails to find a complete solution, the
best partial solution (set of partial interpretations) is found, and this information is
used in determining the system’s response to the utterance (Hayes-Roth, Gill, and
Mostow, 1976).

Conclusions .

The task of rating hypotheses in Hearsay-Il is handled by the system policy
module RPOL. The role of knowiedge source modules in this task is limited to linking
together hypotheses and specifying the implications with which fower hypotheses
support upper hypotheses. Thus the effects of hypothesis rating changes due to new
information are automatically propagated throughout the blackboard without requiring
the help of the knowledge source modules. The centralized implementation of rating
computation and propagation has made it easy to experiment with different rating
formulas. It has also simplified the task of developing new knowledge source modules.

The uniform rating scheme emploved permits the meaningful comparison of the
plausibiitty of any two hypotheses. Validity ratings are used by Hearsay-II to focus
processing, to prune the search, and to select the best solution or partial solution. In
addition, hypothesis validity ratings are used by the knowledge source modules for
plausibiity tests which must be satisfied in order for various inferencing rules to be
applied. Thus validity ratings help tc guide processing in a best-first direction until a
solution i1s found, and to validate it quickly thereafter as the best possible solution.
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Semantics and Pragmatics in Hearsay-1l (Hayes-Roth, Fox, Gill, and Mostow)

A speech understanding system differs from a recognition system in two
principal ways. First, an understanding system verifies that the sentences it hears are
meaningful and plausiole. This requires use of semantic knowledge. Second, the
understanding system expects particular types of communication to occur in specific
discourse contexts and interprets the sentences 1t recognizes accordingly. Such
expectation and contextual interpretation requires pragmatic knowledge. The purpose
of semantics and pragmatics knowledge sources 1s to convert this knowledge about
meanings, intentions, and communication conventions into effective action. The most
significant type of action is one lhat constrains the recognition process, a search for a
plausible parse of the spoker utterance. The second most important type of action is
io nypoinesice what was intended, when wha' wac caid canno! fully be recognized.

The last type of effective action needed is to interpret (deduce the intention) of a
successfully parsed utterance.




The complexity of arlificial spoiken languages may be constrained by restricling
either the way ideas are expressed (syntax) or the number of idess that can be
expressed (semantics). Our approach, in the news retrieval and computer science
abstract retrieval tasks, has been to develog one comprehensive semantic grammar
(average branching tactor 50} used for interpretation of recogmzed word sequences
and to vary systematically the syntactic con traint of the languages used for speech
recognition per se (branching factors 5, i5, 25). Regardless of the particular syntax
used for recognition, the same general semantic grammar is used for semantic analysis.
This grammar is a template grammar hike those developed for Parry by Colby, with
distinct templates for each unique type of semantic form (Colby, 1974; Hayes-Roth and
Mostow, 1975). Semantic interpretation is accomplished by extracting from the (parse)
tree of instantiated templates the particular words or expressions filling the various
functional "slots.”

Parti-lly recognized sentences are also easily interpreted in this framework.
When the attempt to recognize a complete sentence has failed, the best (longest and
most highly rated) syntactic word sequences in each time area of the utterance are
passed to semantic analysis. Al templates fully or partially satistied by weord
sequences are instantiated. The most fully matched semantic pattern is then chosen as
the interpretation of the utterance. Thus, the recognized sequence "Newell or Simon"
would be interpreted effectively as if “List all abstracts by Newell or Simon from any
journai from any date” had been recognized.

The capacity to provide semantic constraint during recognition is determined
primarily by the reliability of predictions regarding what the speaker is likely to say.
We have implemented 2 discourse knowledge source incliding a conversation model
that prompts the speaker with questions, provides information about using the system
and the organization of the data base, and predicts the (semantic and syntaclic) type
of utterance next expected. Earlier versions of the syntax and semantics knowledge
scurce biased recognition actions in favor of predicted communication forms. However,
both because any valid senience is permilted at any time and because the sysiem is
usually employed for 1solated sentence understanding, no direct semantic bias is
currently used The basic scheme for such bias i1, however, conceptually simplie:
given an expected type of utterance (a highest-level semantic template), recursively
comecule the expected lower-order subtemplates and, ultimately, the words and
pnrases that would instantiate the expected meaning templates. During recognition,
priority 1s given to actions based on expected forms, at the expense of delayed
processing of wnexpected word sequerices.

Conclusions

We have identified three iypes of actions to be performed by semantics and
pragmatics knowledge sources: (1) bias recognition in favor of expected forms; (2)
interpret semantically plausible, partial sequences; and (3) correctly interpret the
intention of the speaker when a sentence is fully recognized. These actions are
effected 1n Hearsay-ll by combining semantic template grammars with a conversational
model that anticipates the speaker’s general intention and can enumerate its manner of
expression. The realization of such actions, at !east 1n restricted domains of discourse,
can now be considered a well-understood iechnology.
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Discourse Analysis and Task Performance in Hearsay-!l (Hayes-Roth, Gill,

and Mostow)

The discourse analysis module (DISCQ) in Hearsay-Il uses knowledge about the
state of the conversation to interpret the speaker’s intention and to direct the
appropriate actions within the task program. Usually, the intention of the speaker is to
establish a general area of interest, to retrieve articles by keyword expression, to
further qualify a keyword expression, to print selected articles, or to request certain
irfarmation about the retrieved articles, such as title, date, author, author’s sffiliation,
or publisher. The speaker can also ask for help or compiain about the system's
responce.

The state of discourse 1s represented by lhe contents of several semantic
registers, one of which points to a node in a finite state automaton discourse model.
(See Figure 1.) Each node in the model corresponds to a general sentence pattern or
template (Hayes-Roth, Fox, Gill, and Mostow, 1976). (See Figure 2.) Other registers
hold the current menu (general area of interest), the most recent keyword expression,
the article most recently referred to, the most recently retrieved articles, and the
subset of retrieved articles which satisfy further qualifications specified by the
speaker. The finite state model is used to interpret yes-or-no responses and
partially-recognized utterances, and to make prediclicns about what the speaker is
likely to say next. All possible transitions between nodes in the mo.‘2! are permitted;
the arcs 1n the model indicate the transitions which are considered likely.

Figure 3 shows a sample interaction between DISCO and a speaker. Utterances
enclosed in square brackets dencte recognized spoken utlerances. In the example
shown, the first utterance

[ WE'RE INTERESTED IN LEARNING )

is recognized by the semantics mcdule as an nstance of the $SELECTION template, and
the semantic feature $SLEARNING (indicated arca of interest, or menu) is extracted. This
semantic interpretation of the utterance ic passed to DISCO, which records the
indicated area of interest, LEARNING, in the MENU register, and sets the NODE register
to point at the $SELECTION node in the finite state model. DISCO then predicts that
the next utterance will be an instance of the SREQUEST template and will concern the
area of LEARNING. These predictions can bc used to bias subsequent processing to
favor recogrition of keywords in the LEARNING menu and function werds characteristic
of a 8REQUEST (Hayes-Roth, Fox, Gill, and Mo<tow, 1976). Such predictions can also be
used to respond gracefully in the case of a partially-recognized utterance (Hayes-Roth,
Lesser, Mostow, and Erman, 1976). In the example, if the speaker’s second utterance

[ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1874 ]

were not fully recognized, DISCO would assume that the speaker had REQUESTer some
articles about LEARNING and could ask him to repeat the request. [f the utterance
fragment “LEARNING WRITTEN IN MAY 1974" were recognized and interpreted by the
semantics module, DISCO could retrieve articles on learning dated May, 1 974.



8GRIPE ¢ a
L
Py

F % )
SHELP SMORE?NMENU ! N
4 want more
3 on menu SWANTMORE
3 - does*s eaker | Y —p
! &3—- want fo ses b
another
$SELECTION
0
0 t,“"lANTSEE o N SLISTUT 5
QT eil yser & Sior«es . {
Pl SREQUIST 1 g 1'and title of next; Y type article
bF retrieve articles
does speaker want
to see this article BPRUNE!LIST
further restrict { ... 35
SCONTENTS of MENU revious retrieval
SGETINFO »
print requested [
information

SMAKE'FILE
—b]  put arficles [ P]

in a file
SEMANTIC REGISTERS ST
NODE F—b> printiarticles b

pointer into
finite state mode

KEYWORDEXP

&

CURRENT ARTICLE

Figure 1. Semantic registers and finite state discourse model.
labels Y ard N indicate YES and NG responses;
0 indicates empty retrieval set.




SSELEZTION | WE'RE INTERESTED iN LEARNING ]

Ia S TA¥aVaN

gpv_(vaes a meny. DISCO responds by prm'vng Reywords and phrases from the menu.

SEQULS WLR" ANY ARTICLES u.u CEARNING WIRITTEN i MAY 1974 )
Spcuhe.~ a set of articles. DISCO retricves the arlicies and asks for further directions.

SPRUNETLIST [ WHICH OF THESE MENTION ROBOTS )
Furlher uspecifics a cet of articies. DISCO removes articles from the currently retrieved
set which don't salisfy the new restrictions,

SGETHNFQC [ WiiD WROTE THESE )
Reguests information about the retrieved articles. DISCQ prints the requested information.

SLISTITHEM [ PLEAST LIST THEM)
Requests oculput of a set of artictes. DISCO prints alt the articlies in the currently retrieved set.

SUISTHT { PRINT IT )
Reguests outpu! of a single articie. DISCO prints the article most recently referred to.

SSTOPLISTING [ STOP LISTING PLEASE

Requests cessaiion of output. DISCS aliorts the current output operation.

SMAKEIFILE [ MAKE A FILT OF TIHISE PIECES ]
Reguests file outpul. DISCO creates a file contan: sz the retrieved articies.

SCONTENTSIEND [ WHAT AR Teil KEYWERDS FOR LEARNING
Requests the contents of a menu. JISCC iists the Aeywords and phrases of the menu.

St L [ WIHIAT CAN T ASK ]
Reguests assistance or informal.on aboul the sysiem. BISCO attempts to fulfill the request.

SGHI?T D WHY ARE YCGU SO SLOVY |
Cempiant. BiSCO responds with a pacidyng message.

The follow'n; three nodes represent responses (0 yes-or-no questions asked by DISCO.

SWANTLE
I5CG has printed the ttie of an arlicie and asked, "Do you want to see this ai.icle?”

SVWAN TRAORE
DES\C hes printea some 6f the artcles it the currentiy refrieved set and asked,

Uo you weart to sce anothor of these articles™”
SMOREGHLENL

DiSC0 nas exnaccied tne currently retriaved «et and asked, "Jo you want to ask more about
<current menu>?” woere <current acnu® s the nost recent area of interest.

Fopere 20 Tewpiates (crresgonang 1o nodes o ne finite state model.

NLiaNes Of Tempialos a'e $N0WH i sQuare Lrackeis.
Text descrilbbes tre omtertion of cach ulterance tempiate and DiSCO' response to it




OK, WiHATT SUS3ECT DO YOU WANT TO ASK ABQUTY
[ WERE INTERESTED IN LEARNING ]

Tkt KEYWORD Piicases WHICH T KNOW ABOUT ARE:
LEA IC
HVP( VSIS FORMATIGH
CLU ASSTMELY THEDRY
.,HA]!'-. THIZORY
CAUS AL RTASCHING
COWVAMON SINSE T ORY FORMATION
CanCrEPTUMAL INFERINCE
CYLEERNETICS
GRANATICAL INFTERINCE
NIEURAG NETWORES
PERCEPTRONS
RuLE ACUISITION CAPARBILITIES
ABSTRACTION
ACQULLITION OF KNOWILEDGE

OK, ASK ME ABGUT LEARNING

[ WERE ANY ARTICLES O LEARNING WRITTEN I MAY 1674 ]

R»«k,. WVEERVIRSENINT T0 STUDY Trll BUHAVIOR OF SEVERAL
N LEARN, PLAN ThiLi ACTIONS, AnD COEXIST

DO YOU WLNT TO SEF TS ARTICLLY
[ WHZ WO THHESE ]

LSRN OF Al b ERACTIVE EXNVE N AVIOR OF SEVERAL
ROBCTS WHEICH Chiy L, PoAl TriIR AC

NICHSLAS V. PR

PROCHOGIAL LEARNING i WIRI S5 OF ROGDTS
LALIIPENT SiKLOSSY

Figure 3. Sampie nteraction vetween DISCG and «peaker.
Spoken aulicrances are Crcloscl i SQUare Drackels.
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PARALLEL PROCESSING IN SPEECH UNDERSTANDING SYSTEMS

Parallelism in Artificial Intelligence Problem-solving (Lesser and Fennell)

Bachground

Many artificial intelligence problem-solving tasks require large amounts of
processing power because of the size of the search space that needs to be examined
during the course of problem solution. This s especially true for tasks that involve
the interpretation of real-worid perceptual data which is generally very ncisy (i.e.,
speech and image understanding systems). For example, a speech-understanding
system capable of reliably understandirg connected speech involving a large
vocabulary s likely to require from 10 to 100 million instructions per second of
computing power, if the recognition is to be performed in reai time, Recent trends in
technology suggest that raw computing power of this magnitude can be economically
obtained through a closely-coupled network of asynchronous “simple” processors. The
maior problem with using a network multiprocessor s in specilying the various
problem-solving algorithms in such a way as to exhibit a structure appropriate for
exploiting the available parallelism.

This restructuring of an arhfiicial intelligence task for parallel processing may
not be as ditficult as might be expected. The basic problem-solving paradigm that is
used to resolve ambiguities resulting from the error in input data and the imprecise
and ecrrorful nature of knowledge sources mplicitly involve parallel activity. This
paralle! activity arises because many weakly supported alternative hypotheses must be
“simultaneously” evaluated in order to locate a consistent hypothesis which 15 a
soluticn to the problem. These problem-solving techniques are implemented through
sophisticated control structures that (1) permit the selective searching (usually
heuristic) of a large part of the state-space of possibilities and (2) allow the combining
of multiple, diverse sources of knowledge (e.g., in the speech domain, acoustics, syntax,
semantics, prosodics) so as to cooperate in resolving ambiguity [Reddy 76, Woods 74,
and Lesser 75A) The state-space searching in existing systems is implemented
through backiracking control structures; these are basically sequential implementations
of non-deterministic control structures. Thus, a 'arge potential for paralleiism arises
from implementing these non-deterministic control structures in a parallet manner, ie,
searching different parts of the state space in parallel. In addition, if these diverse
knowledge sources (KS's) can be made independent, there exists the potential for a
proportional speed-up in the recognition process by executing them in parallel
Finally, there is the possibility of decomposing each knowledge source into separate
paralle! processes.

Summary of Current Research

In order to test the ease and effectiveness with which an artificial intelligence
task could be structured for and executed on a multiprocessor, an organization for a
knowledge-based arhficial inteligence problem-soiving system was developed which
takes maximum advantage of any separability of the processing or date components
avallable within that organization. Knowledge sources are intended to be largely




independent and capable of adynchronous erecution 10 the form of knowledge source
processes. ‘lverall system control s distributed and primarily data-directed, being
based on events occurring in a globally shared data base. Such s problem-solving
orpaniz2ation «» believed to be particularly amenable (o implementation in the hardware
en-ronment ¢t a network of closely-coup'ed asynchronous processors which share a
common memory. The Hearsay il speech-understanding system (HSID) {[Lesser 75,
Fennell 77, Erman 75], which has been de.sioped using the techniques for svstem
organization described above, has provided a c¢ontext for evaiuating the
multiprocessing aspects of this system architecture.
Based on multiprocess simulations and implementation of these systems on the
C.mmp multiprocessor, the following resulls were ottained [Fennell 75]:
1. There does exist extensive parallelism in the speech understanding
task (e.g., given a small configuration of knowledge sources, between
4-14 processors could be etfectively ut:hzed).
2. The overheads involved in supporting the multiprocassing and
synchronization primitives are quite high (e.g., over 100%).
3. The locking structures had to ve very carefully tailored to the
particutar set of knowledge sources; otherwise, the effective
paralleltsm would be sigmificaniiy degraded.

In trying to understand the implcations of the last two results, some tentative
observations were made. The first and somewhat sucprising observation was that the
basic self-correcting nature of the information flow in the HSIl system, which comes
from knowledge source cooperation through a hypothesize-and-test paradigm, may
obwviate the need for most uses cf explicit synchronization techniques to maintain dota
integrity To elaborate on this point, one knowledge source can correct the mistake of
another knowledge source whether the error arises from a mistake in the theory
behind the knowledge scurce or from incorrect synchronization (ie, working on
partiaily invalid data). Another example of this self-correcting type of computation
structure is the relaxation method (terative refinement) used to solve partial
differential  equations This type of computational structure, when put on
asynchronous multiprocessors, can be decomposed sO as to avoid a lot of explicit
synchronization at the expense of more cycles for convergence. This type of
decomposition is accomplished by not requiring each point to be calculated based on
the most up-to-date values of its neighboring pcints. The iterative refinement nature
of computation will correct (within a certain range) for this lack of synchronization. it
1s felt the feed-forward/feed-backward data-drected problem-solving paradigm of
HSI1 has sunilar properties. The other observation was that a drastic decrease in ‘he
cost of certain types of synchronization primitives could be accomplisheg if their
implementation is tailored to their (statistical) usage.
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The HSH/C mmp System (Lesser, Buchalier, McCracken, Robertson, and
Suslick) _

The HSII/C.mmp system has been devcioped to test whelher an asynchrono:s
multiprocess architecture such as Cmmp (1o PDP-1] processors sharing a common
memory) can be effectively applied to speed up the higher level processing of 1
speech understanding system. Extensive siniulation studies were done on a PDP-10
using a multiprocess version of Hearsay-Il to test the feastbility of the idea bhefore
embarking on the actual implementation (Fenncll and Lesser 1377}

A prototype version of this system written :n Ls, 3 system ouilding language
developed by Newe!l et al. 1970-71, was conctructed and running in February of 1976.
In addition, an algebraic-language interpreter, Sl*, was constructed ‘or execudting
knowledge sources written in an Algaol dialect. However, the knowledge source
modules were very primitive, and no substantia! results were obtained except the
measurement of the overhead of certain Hearcay -1l primitives. As a result of inese
measurements, a reimplementation was begun in order to sigrficartly speed up the
system (especially those system primitives which deai with syn-*=ronization ¢cperations),
and to make 1t possible to run large knowledge source module. :n the smail addresc
space environment that the PDP-11 provides. This reimptemeniatior: is now aimost
complete, with preliminary results indicating a speed-up of approximately 10 over the
original version. In addition, a transtatcr has been deve'opec which takes most PDP-10
statements written in SAIL and transiates them into eauivalent SLs statemenis. Thus, 1t
should be possible in the next few monihs to run. without major cocde conversion, the
knowledge source modu'es of the PDP-1Q Hearsay-1l system on the HSII/C.mmp
system.
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A Parallel Production System for Speech Understanding (McCracken)

The question addressed br t“is thesis (McCracken !97/) 1s whether or not 2
production system architecture® can remedy some of the chronic problems of
knowledge reprecentation and system crgant al.on n large knowledge-based artificial
inteihgence systems, particularly speech understanding systems. Of particular interest
is the problem of exploiting parallel machine architectures to obtain near real-lime
response. To explore this question, a production system version of the Hearsay-ll
speech understanding system, called HSP, tor HearSay Production system, is being
imple nented on C.mmp, the CMU muiti-mini-processor. A large fraction of the Hearsay-
It speech knowledge has be=n transiated wnto productions for HSP, specificaliy:
POMOW (word recognizer), POSSE-WOMOS (word verifier) and SASS (syntax and
semantics)<.

Expected resulls come under {wo main categories: comparisons between the
way knowledge 1s encoded in HSP versus Hearsay-ll, and comparisons in the use of
parallelism. The major differences belween the HSP and Hearsay-ll architectures are:
(1} the basic knowledge unit in HSP, a production, is considerably smaller than a
Hearsay-]l Knowledge Source ; (2) HSP encodes knowledge in a3 more formal and
simple, but less expressive, language than Hearcay-1l; (3) HSP totally segregates
condition from action (1e, read from write), white Hearsay-1l allows a mixture; and (4)
there is virtually no use of local working men:ory in HSP {(only a single shared working
memory), whereas Hearsay-lI knowledge sources make use of rather laige local data
contexts in addriiion to the shared Blackboard. [t 1s expected that these architectural
ditferences wiil yieiwd an improvement for HSP «n effective parallelism, in clarily of
knowledge, in ease of augmentation, and in other probhlem areas, such as handling of
error, directionality control, and performance analysis.

l. A production system encodes all long-term knowledge as simple tondiiion-action
rules which operate from a shared worxing memory. For entry into the subject
see: R. Davis and J. King, &n Overview cf Produchion Systems, Computer Science
Department, Stanford Unm:versity, Oct. 1975,

2. POSSE, WOMOS, and the wversion of SASS used are from an earlier version of
Hearsay -1l used in the Spring of 1972,
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I1I. PERFORMANCE MEASUREMENT

[n this section we present the detailed performance resuits obtained for the
Harpy and Hearsay-I! systems in September ot 1976. Sirce then both systems hsve
been improved; future papers will provide resulls of improved performance. The
purpose of this seclion is to provide a rezord of system performance 2s measured on
September 8, 1976.

In addition to the perfarmance of the systems on the 10ll-word tasks, this
section alstc contains resulls of experiments on cornected digit recognition, effect of
telephone on accuracy, effect of muthiple speakers (using speasker independent
templates) on accuracy, and effecls of bramching factor and vocabulery size on the
performance of the Harpy system.

Performance of the Harpy and Hearsay-I! Systems

Figure 1 gives the performance of the Harpy sysiem on the 10}ll-word Al
abstract retrieval task. The vocabulary used in this task and the phone dictionary
associated with the vocabulary s given in Appendix {1{-B.

Given the vocabulary and protocols taken of humans interacting with a mock
system, Hayes-Rath generaled a set of typical sentences that are likely to be useful in
the absiraci relrieval task No attempt was made to restrict these to any specific
grammar. However, care was taken to see that each word in the vocabulary occured
At least once in these sentences. These sentences (a total of 436) served two
nurpcses: 1) as a set of training senlences (spoken by Lee Erman), and 2) for the
jesigrn of a family of languages with varying branching faztors that accept at least the
iraining sentences and possibly many more.

Goodman designed many such languages. Two extreme examples are a language
where any word {(of the 1011) could follow any othe: word, permitting many nonsenss
sentences, and another in which only the 496 training sentences were legal. Of the
several languages c¢nosen for the experimeniition, three specific ones--AIX05, AIX15,
and AIXF--are given ir Appendix llI-C (an eariier version of AIXF was developed by
Hayes-Roth).

The grammar that alloved Harpy 10 rcach the performance goals of the ARPA
program was AIXO0S5, with a static branching factor of 3.53 and an average dynamic
fanout af 33.4. The others were too large to fit w:thin the memary of the PDP-10
system. However, it was possible to study the performance of AIX1S «nd AIXF using
variants which used smaller vocabularies, crealed by eliminating some of the proper
nouns.

The traiming sets for the other four speakers (two male and two faimale)
consisted of a small subset of the original training sentences. These were used to
generate speaker-dependent phone templates fcr each of the speakers (see the paper
by Lowerre in Sectworl¥ ¢ speaker adaptaticn). )

A complelely new set of 100 test sentences was created by Hayes-Roth which
were not part of tne training set. These are given in Appendix llI-A. Erman recorded
all the 100 test sentences and the other four speakers recorded a2 subset of twenty
one sentences each. These centences were used only for testing the performance. of
the system; the system was nat tuned 'n any way in response to errors in this set.

The Harpy system achieved an aggrecate 9i7 sentence accuracy and 957
semantic accuracy over all the 5 speakers and required 27.9 millior '‘nstruchions per
second of speech processed (Fig 1). Hears.o,-ll (Fig. 3) was tested on anly twenty
two sentences-for lack of time and achieved 917 semantic accuracy and requirad about
85 mipss. Figures 2 and 4 give the performance of the two systems on test sentences
recorded live in the classroom on September 8. The Harpy system recognized four of




the five sentences recorded by two male and one fem:le speaker correctly. The
Hearsay-ll system recognized three of the tive. These sentences were genarated by
the observers who were given copies of the grammar; the sentences were in no way
preselected. The classroom environmen! was somewhst more noisy than the terminal
rocm environment normally used to collect training data.




TASK
Recognition of Al information retrieval task
Yocabulary size: 10811
Branching factor: 9.53
Average fanout: 33.4

DATA
Number of speakers: §
3 male
Z female
Training set for speaker LE
435 sentences
4849 uwords
24.7 minut-s of speech
Training set for sivakers DS KP BH CW
256 sentences
1444 vords
18.1 minutes of speech

Test set for all sioeakers
184 sentences
1138 uords
6.5 minutes of speech

PERFORMANCE ON THE TEST DATA
37% word accuracy
Sl% sentence accuracy
95% semantic accuracy
27.8 Nipss

Figure 1. Harpy resuits for the Al retrieval task test data.




RESHLTS OF « TVE ScINTENCES HARPY VERSION

UTT Ti9JIN WORDSIN HORDSOUT JCOR XCOR TIhE TINEOUT #STRYES SEGMENTS

/TINE IN
Il 2.2 [ 6 6 1ne.0 71.3 32.2 261 82
2 2.1 6 6 1n0.8 69.9 33.9 355 ’8
3 3.8 9 1t 5 5.6 381.1 88.3 396 138
4 .1 9 3 ien.8 96.1 45.6 432 81
) 1.5 4 4 4 100.8 s3.e 35.6 352 53
2.3 3 38 38 88.2  118.3 58.8 359 36.4X
$.D.«18.8
Correct uttsed/S » 88.82
RESULTS OF LIVE SENTENCES HARPY VERSION

utT 1

UTT="RRE RNY PRPERS ABOUT SEMALTIC NETUORES"
REC="ARE ANY PAPERS ABOUT SENPNTIC NETWORIS™
CORRECT=E '6 AVE. PRB.s-.4354388

urr 2

UTT="DOES SEMHNTIC NETS GET MENTIONED RANYI:HERE™
REC="DOES SENMANTIC NETS GET MENTIONED ANYIIHERE"
CORRECT=6/8 AVE. PRB.=-.5618798

yrr 3

UTT="WHICH PRPERS ON REGION ANALYSIS RLSO DISCUSS LANGURGE UNGERSTANDINC™
REC="WHICH PRPERS ON R REGION ANALYS1S SURSYSTEM AND DESIGN VENTJON UNDERSTANDING”
CORRECT=5/9 RVE. PRB.»-.6636969 T E RN EEEREER]

nmT 4

. UTT="HOU MANY ARTICLES ON CHESS RAND LERRNING RRE THERE"
REC="HOW MANY ARTICLES ON CHESS AND LERRNING RRE THERE"
CORRECT=7/9 AVE. PRB.x-.552165h4

uTT S
UTT="WE'RE INTERESTED IN HERRSAY*

REC="HE’RE INTERESTED IN HERRSRY"
CORRECT=4/4 AVE. PRD.=z-_6638372

Figure 2. Harpy results for the live demanstration, 8 September 1976.
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TASK Recognition of Al information retriaval task
Yocabulary size: 1811
Branchirg factor: 3.53
Average fanout: 33.4

DATA Number of speakers: 1 male speaker

Training set for uord hypothesizer
68 sentences
348 words
2.2 minutes of speech
Training set for word verifier
747 sentences
3 4843 .ords
-3 24.7 minutes of speech

Test set for all speakers
22 sentences
154 words
1.8 minute of speech

PERFORMANCE ON THE TEST DATA
86% word accuracy

, -é 73% sentence accuracy
. 31% sementic accuracy
»: 85.09 MNipss

3 Figure 3. Hearsay-Il results far the Al retrieval task test data.

RESULTYS OF LIVE SENTENCES: HERR3AY-]I

UTT 3. UTT="1 AN INTERESTED IN ENGLISH"
RECe™] AM INTERESTED IN ENGLISH"

UTT 2: UTT<“ARE ANY PAPERS ABCUT SEMANTIC NETWORKS™"
REC="ARE ANY PAPERS ABCUT A SEMONTIC NEYWOPK*

UTT  3: UTT="DOES SEMANTIC NETS GEY NENTIONED ANYUHERE"
TINEQOUT - 2 best | -* .« parsaes are:
(00 SIMULTANEOUS RCTIONS........ 1
[....DESIGN AND SYNTAX HENTIONED ANYWHERE)

. UTT 4&: UTT="HDW MANY ARTICLES ON CHESS AND LEARNING RARE THERE"
TInEOUY )

UIT 51 UTTe"HE'RE INTIRESTED IN MERARSAY™
REC="WE'RE INTERESTED IN HEARSAY"

. 48/ SENTENCE RACCURACY
664 SEMANTIC RCCURRCY

Figure 4. Hearsay-ll results tor the live demonstration, 8 September 1976.
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Gonnected Digit Recognition using Symbolic Representation of Pronunciation
variability {Goodman, Lowerre, Reddy, and Scelza)

Most connected speech recognition systems, such as Harpy and Hearsay-ll, use
some form of symbolic representation to represent alternative pronunciations of the
vocabulary, whereas most isolated word recognition systems use word templates. In
an attemnt to compare relative performance of systems that use symbolic
representations of words, the Harpy system was run on four tasks requiring the
recognition of random sequences of digits. Recording was in a computer terminal room
environment (approximately 60 dBA) with speakers recording one session per day in
order to include as much intra-speaker variability as possible. Both male and female
speakers were used.

3-Digits Task )

This task was selected as a typical numerical data input task. Sentences are
connected sequences of three digits, such as “zero three eight'. Each of ten speakers
spoke thirly training sentences and 100 test sentences over a period of three weeks.
Using speaker-specific phoneme templates, the word error rate over all ten speakers
was about 27

7-Digits Task

This task, sometimes refered to as the “telephone number task”, consists of
connected seven digit sequences such as “seven three nine six one seven three®. This
task was selected as a benchmark. Error rate for the single speaker was 17.

Telephone Input Task

Sentences are three digi! cornected sequences, as n the 3-digits task.
Recordings were taken over telephone line: in order to determine the effects of
restricted frequency response, distortion, envelope delay, etc. The error rate uncer
these conditions was 77.

Speaker Independent Task

This task is similar to the 3-digits task. However, recognition is performed using
speaker-independent phoneme templates computed from the training data for all
speakers. The word error rate was aboul 77 on fest data of 1200 random three-digit
sequences from twenty speakers, including ter new speakers.




A summary of the results for these tasks is shown in the accompanying tables.
The total test data are 2700 seniences, representing more than an hour of recorded
speech. While this is already a large amount of data, a more extensive and thorough
study is to be initiated.

Training Set

TASK 3-Digit 7-Digit Telephone Speaker-
Independent
3 Vocabulary Size 10 10 18 12
Branching Factor 10 10 i@ 18
No. of Speakers 1@ 1 4 20
Male 7 1 3 14
f Female 3 1 6
3 No. of Sentences 300 30 120 308
¢ No. of Words [ 218 360 9092
4 Mins. of Speech 7.5 1.4 3.1 7.8
-3 Uords/minute 120 158 116 118
Test Set

- 4 No. of Sentences 18080 100 408 1200
3 No. of Uords 3200 788 1200 3608
3 Mins. of Speech 2G.1 4.8 18.3 33.8

Words/minute 128 146 117 109

1 Performance on Test Data

¢ %Word Accuracy s a9 K 33
%Sent.Accuracy 9B 96 82 83

Mipss 3.5 3.5 3.5 3.5




Effects of Branching Factor and Vocabulary Size on Performance {Goodman,
Lowerre, and Reddy)

Analysis

Analysis of the languages of a given set of recognition tasks permits the
comparison of the relative difficulties of the tasks. We have developed notions of
equivalent vocabulary size, branching factor, effective branching factor, search space
size, and search space reduction (Goudman 1976). All of these sre useful as relative
comparison measure,

Cesign

A family of languages having varying characteristics is required in order to be
able to compare language measures with actual performance data. Such a family has
been generated for the Al abstract retrieval task by inferactive grammatical inference.
There are tour subfamilies for each of the (approx.) vocabulary sizes 250, 500, 750,
and 1000 words. Several grammars representing differing branching factors exist
within each subfamily. With the 250 word grammar, for instance, the available
branching factors are 1.23, 3.87, 4.6, 8.2, 88, 11.9, 33.3, and 395.

Results

The relationships between accuracy and speed versus branching factor and
vocabulary size are summarized in the accompanying tables. As expected, there is
positive correlation in all cases. In the case of speed versus branching factor, the
relationship is almost linear. A more comprehensive study of measures for grammatice!
complexity and their predictive abilities is necessary before any significance can be
attached to these preliminary results.

Table I Effects of branching factor on error rates of the Harpy system within the 250
word family of grammars.

STATIC

BRANCHING ERROR
GRAMMAR  MIPSS FACTOR RATE
AIS@6 6.53 4.6 0%
A1S1B 9.36 8.2 4%
Al1S15 13.65 11.9 ¥4
A15308 44.72 33.3 16%
AlS40 59.15 - 39.5 16%

Table 1. Speed versus vocabulary size for Harpy when
branching factor is held constant (approx. 10).

BRANCHING
GRAMMAR  MIPSS FACTOR YOCABULARY SIZE (APPROX)
AlS18 39.36 8.2 250
AlNLZ 16.77 18.5 568
A1 X85S 26.08 3.5 10808

Raferences

R. G. Goodmar (1976). "Analysis of language: for man-machine voice communication,”
Ph.D. dissertation, Comp. Sci. Dept., Staniord Umiv., Tech. Repi. Comp. Sci. Depti,
C-MU, Pittsburgh, P3.




APPENDICES for Section 111

Appendix U1-A lists the 100 tesl sentences used by the Harpy and
Hearsay-ll systems, along with characteristics measuring their complexity
relative to several grammars.

Appendix 1lI-B is the phonetic dictionary for the 1011 words used
in the Al retrieval language.

Appendix llI-C contains the complete definition of three of the
grammars (AIXF, AIXi5, and AIX0B) used in testing the systems. These
grammars have become standards for future development and testing.
AIXF was not used to test Harpy because the network was too large to be
generateo.




Appendix ili-A. Characteristics of the Al Retrieval Task sentences

Below is a description of the test sentences used for the Harpy and Hearsay-Il
systems. The September Mearsay-ll resulls used 22 of the sentences randomly
selected from the 100. The entire set of 100 was used for the 100 single-speaker
test sentences tor Harpy, and 21 of them were used for the- other four speakers
tested on Hapy.

CMU Test Senten-es

The branching tactors previously given for the languages used by the CMU
sveech understanding systems (HARPY and Hearsay-1[) are “static™ branching factors
{SBF) (as derived by Gary Goodman and described in his recent thesis). Intuitively,
they can be thought ot as being derived by doing a Monte Cario probing of a network
describing all acceptable word sequences and taking the average of the number of
words posstble following any legal iritial sequence. Qthar groups have generated
somewhat similar numbers.

What we present here is a characterization of the lexical fanout allowed by our
grammars for the particular test sentences. The notion is tu calculate the average
fanout for each sentence-initial sequence of words (i.e., going leit-to-right).

The method used here is the following: For any sequence of words, denote by
Word Branches (WB) the number of words that may legally follow that sequence in the
given language. Cansider a sentence of length N-1 words to have N WB’s -- each is
calculated from the inihhal sequence of i words, i=0,1...N. (le. the first W8 for any
sentence 1s always the same -- the number of legal first wards.) Then, for any
sentence or coilection of sentences, the Average Fanout (AF) is the arithmetic mean of
the WB’s of the sentence(s).

The languages used (all defined using the same 1011l-word vocabulary) are
called AIX05, AlIX195, and AIXF. The first two have static branching factors of 10 and
28, respectively. This summary is over 100 test sentences containing a total 2¢ 683
words.

AF
Al XBS AIX15 AIXF sents words/sent
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The 100 sentences, presented with fanouts according to the AIX0S tanguage.

B0 6 ANY & OF 3 THESE 3 MENTION 132 PSYCHOLOGY 3  worcdse=(
AF =33, 857
WHICH 21 COGNITIVE 1 PSYCHOLOGY 2 CONTAINED 192 WINOGRAD'S 1
ARTICLE 1 wordssb AF«48.57}
WHAT 26 TOPICS 3 ARE 1 RELATED 1 TO 1392 SEMANTIC 2 NETLLCRKS 3 .
wordss7 AF=36.588
DOES 1396 PATTERN 3 DIRECTED 1 FUNCTION 1 INVOCATION 3 GET 2
DISCUSSED 1 ANVWHERE 1 wordss=8 AF=38.644
WHICH 21 TITLES 1 CONTAIN 1 THE 1 PHRASE 192 TIME 2 COMPLEXITY 3
words=7 AF=35.875 .
DOES 196 THAT ) ARTICLE 1 MENTION 182 TIME 2 OR 1 SPACE 1 BOUNOS
3 uords=8 AF=51.6444 )
WHICH 21 OF 2 THEM 1 DISCUSSES 192 EVALUATION 1 FUNCTIONS 3
uords=6 AF=48.857
ARE 232 THERE 2 ANY S ABSTRACTES 1 WHICH 1 REFER 1 10 132 PAPERS
1 BY 96 NEUWELL 3 words=18 AF=60.8808
WHERE S S 192 PREDICATE 1 CALC!HLUS 3 MENTIONED 1 words=S
AF=44.667
WHAT 26 ARE 3 SOME 1 OF 1 THE | AREAS 1| OF 132 ARTIFICIAL 1
INTELLIGENCE 3 words=3 AF=23.508
WHAT 26 WAS 1 1TS 1 TITLE 1 ords=4 AF=19,888
HHO S WAS 2 THE 1 AUTHOR 1  ords=4 AF=15,068
WHERE S DOES 1 HE 1 WORK 1  words=4 AF=14.888
WHAT 26 IS 4 HER 1 ACF,_JATION | words=4 AF=19.688
WHAT 26 ADDRESS 1 1S 1 GIVEN 1 FOR 1 THE 1 AUTHORS 1| wordse?
AF=12.258
HOW 4 MANY 8 REFERENCES | ARE 1 GIVEHH 1 words=5 AF=13.588
PLEASE & LIST 1 THE 1 AUTHCRS 1 words=4 AF=14.G82
PLEASE 4 MAKE | ME'1 Al FILE 1 OF 1 THOSE 1 words=7 AF=9.588
CAN 2 1 1 HAVE 1 THESE 1 ABSTRALTS 1 LISTED 1 words=65 AF=18.427
ARE 232 ANY § ARTICLES 2 4BOUT 192 STRUCTURED 1 PATTERN 1
HECOUNITION 3 words=7 AF=78.375
DO 6 ANY 6 OF 2 THE )} ABSTRACTS 1 MENTION 1392 LEARNING 3
words=7 AF=34.758
HOoW 4 MANY 8 OF 1 THESE 1 ALSO ! DiCUSS 192 ABSTRACTION 3
vwords=7 AF=34,508
WHICH 21 PAPERS 7 ON ‘32 LANGUAGE 6 UNDERSTANDING 4 ARE 1 ABOUT
152 ENGLISH 3 w-rds=8 AF=04.667
DC 6 ANY B PAPERS S i 192 AUTONATIC 7 PROGRAMMING 3 EXIST 1
words=7 AF=35,758
WHAT 26 ABOUT 288 PROGRAM 1 VERIFICATION 3 words=4 AF=76.888
| 2 AM 2 INTERESTED 1 IN 1392 ARTIFICIAL 1 INTELLIGENCE 3
words=€ AF=38.143
THE 3 AREA 2 1 1 AR 1 INTERESTED 1 IN 1 1S 192 UNDERSTANDING 3
words=8 AF=30.08080
OON'T 1 GET 1 ME 1 ANY 1 ARTICLES 1 WHICH | HENTION 192 GAME 2
PLAYING 3 words=9 AF=26.308
I 2 AM 2 ONLY 1 INTERESTED 1 IN 1 PAPERS i ON 132 CHESS 4
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words=8 AF=38.908
LET'S 1 RESTRICT 1 OUR 1 ATTENTION 1 TO | PAPERS 1 SINCE 1
NINETEEN 1 SEVENTY 1 FOUR | uords=18 AFaG.989
DO 6 ANY 6 PAPERS 5§ THIS 1 YEAR 1 CITE 96 ROSENFELD 3 words=7
AF=23.008
ARE 232 COIPUTER 7 NETWORKS 4 M RTIONED 2 ANTWHERE 1|  wordssS
AF=62.0888
ARE 292 ANY & ARTICLES Z ABOUT 192 GRAIN 1 OF 1 COMPUTATION 3
uordse?7 AF«78.375
ARE 292 ANY 6 ARTICLES 2 BY S6 ROSENFELD 3 wordss=5S AF=77.588
ARE 292 ANY 6 BY 396 FEIGENBAUM 3 AND 96 FELDOMAN 1 wordseB
AF=8R.B80
ARE 292 THERE 2 ANY S ABSTRACTS | WHICH 1 REFER 1 TO 192 PAPERS
1 BY 96 HOLLAND 3 words=18 AF=65.868
ARE 292 THERE 2 ANY S NEW 2 PAPERS 1 ON 197 PROGRAM 1
VERIFICATION 3 words=8 AF-62.667
DO & ANY 6 OF 3 THESE 3 ALSO 2 MENTIGN 192 PLANNER-LIKE 1
LANGUAGES 3 words=8 AF=31.333
DOES 196 PROBLEHN 1 SOLVING 3 GET 2 MENTIONED 1 ANYWHERE 1
words=b AF=38.571
WHICH 21 PAPERS 7 CITE 96 NEWELL 3 AND 96 SIMON I wordss=8
AF=4]1.423
ANY 1 ABSTRACTS 1 REFERRING 1 T0) 192 Al 4 OR 191 ARTIFICIAL 1
INTELLIGENCE 1 wordse3 AF=58.889
ARE 292 ASSOCIATIVE 2 MEMORIES 4 DISCUSSED 1 IN 1 RECENT 1
JOURNALS 1 unrds=7 AF=46.088
ARE 292 LEARNING 4 AND 191 NEURAL 1 NETHORKS 2 HENTIONEC 2
AMYWHERE 1 words=7 AF=69.875%
DID 99 REDOY S PRESENT 2 A 1 PAPER 1 AT 2 1JCAI 1 wordss=7
AF=22.12%
DIDN®T 1 THAT 1| PAPER | QUOTE 95 DREYFUS 3 words=5 AF=2%.008
DOES 196 PICTURE 1 RECOGN]TION 3 GET 2 MENTIONED 1 ANYWHERE 1
uords=6 AF=38.571
GET 1 ME 2 EVERYTHING 1 ON 192 DYNAMIC 3 CLUSTERING 3 uwords=S
AF=38.286
GENERATE 1 A1 COPY | OF 1 THOSE 1 iords=5 AF=11.833
GIVE 2.ME &4 THE 1 DATE 1 OF 1 THAT 1 ABSTRACT 1| words=7
AF=9.62%
HOW 4 CAN 1 | 1 USE 1 THE 1 SYSTEM 1 EFFICIENTLY 1 uwordo=?
AF=3.5088
I 2 AR 2 INTERESTED 1 IN 192 LEARNING 3 words=5 AF«44.333
1'D 1 LIKE 1 T0 2 SEE 1 THE 1| MENUS 1 words=6 AFelB.429
SELECY 1 FROM 1 ARTICLES 1 ON 192 GAME 2 PLAYING 3 uords=6
A~ =38.008
WHAT 25 ADDRESSES 1 ARE 1 GIVEN 1 FOR 1 THE 1 AUTHORS 1 wordsa7
AF=12.258
WHAT 26 PAPERS 1 ON 192 PREFERENTIAL 1 SEMANTICS 3 ARE 1 THERE 1
words=7 AF=36.37%
WHEN 3 WAS 134 A 2@ SEMANTIC 1 NETWORK 3 LAST 2 REFERRED 1 TO 1
wuords=8 AF=32.333
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WHICH 21 PAPERS 7 CIiTE 36 FELDNMAN 3 woruse=4 AF=38.688
WHO S HAS 1 WRITTEN | ABOUT 192 AUTOMATIC 7 PROGRAMMING 3
words=6 AF«39.286
WHO S WAS 2 QUOTED 1 IN 1 THAT 1 ARTICLE | words=6 AFe11.0888
WHICH 21 IS 1 THE | OLDEST 1| woruss4é AF«18.0808
ARE 292 ANY 6 NEW ] BOOKS 1 BY % TERRY 1 WINOGRAD 3 wordss?
AF =58, 258
CAN 2 1 1 HAVE 1 THESE 1 ABSTRACTS 1 LISTED 1 words=6 AF=18.429
GID 93 CARL | HEWITT S PRESENT 2 A 1 PAPER 1 AT 2 THE 1 IFIP 1
MEETINGS 1 IN 1| SEPTEMBER 1 words=12 AF=14.0800
DI0 99 ANY 4 ACL 1 PAPERS 1 CITE 96 RICK 1 HAYES-ROTH 3 wordss=7
AF=33.875
DO 6 ANY 6 OF 3 THOSE 1| PAPERS 1 MENTION 192 AXIOMATIC 1
SEMANTICS 3 words=8 AF=31.008
OURING 1 WHAT 1 MONTHS 1 WERE 1 THEY 1 PUBLISHED 1 words=6
AF=18.286
HOL' 4 MANY 8 RECENT 1 ISSUES 1 CONCERN 192 INVARIANCE 1 FOR 1
PROBLEM 1 SOLVING 3 uords=9 AF=27.880
HOW & MANY 8 SUMHMARIES 1 D!SCUSS 192 KNOWLEDGE 2 BASED 1 SYSTEMS
3 uords=7 AF=34.625
HAVE 97 ANY 2 NEW 1| PAPERS 1 BY 96 LEE 1 ERMAN 3 APPEARED 1
words=8 AF=29.778
I'D 1 LIKE 1 TO 2 KNOW 1 THE 1 PUBLISHERS 1 OF 1 THAT 1 STORY 1
vords=9 AF=7.600
IS 298 HUMAN 3 BEHAVIOR S OR 191 HUMAN 3 MEMORY 3 DISCUSSED 2 IN
1 A 1 RECENT 1 SUMMARY 1 wuords=11 AF=47.258
LIST 2 THE 2 ABSTRACTS 1 BY S6 HERB 1 SIMON 3 words=6 AF=24,429
LAS 298 ALLEN 2 NEWELL 3 CITED 2 IN 1 THAT 1 SUMMARY 1 wordss=7
AF =45, 754 ‘
UHAT 26 ABQUT 288 ALLEN 2 COLLINS 3 words=4 AF=77.800
WHERE S DID 1 THAT 1 ARTICLE 1 APPEAR 1 words=S AF=12.508
WHO S HAS 1 WRITTEN 1 ABOU! 192 LANGUAGE 6 COMPREHENSION 3 AND
191 LANGUAGE & DESIGN . words=3 AF=47.200
QUIT 1 LISTING 1| PLEASE 1 w. 'ds=3 AF=]7.250
WEREN'T 1 SOME 1 ARTICLES 1 PUBLISHED 1 ON 182 GODAL 1 SEEKING 1
COMPONENTS 3  words=8 AF=23.667
WHAT 26 SORTS 1 OF 192 LANGUAGE & PRIMITIVES 3 ARE 1 WRITTEN 1
UP 1 words=8 AF=33.080
HASN'T 192 A 21 CURRENT 1 REPOR! 1 ON 192 PRODUCTION 1 SYSTEMS 3
BEEN 1 RELEASED 1 words=3 AF=47.900 _
ARE 292 THERE 2 ANY § ISSUES 1 ABOUT 192 COOPERATING 1 SOURCES 1
OF 1 KNOWLEDGE 3 words=9 AF=56.488
01D 99 VIC | LESSER S PRESENT 2 PAPERS 1 AT 2 IFIP 1 wordss7
AF=22.125 .
DID 99 ANYONE 1 PUBLISH 1 ABOUT 19”7 LARGE 1 DATA 1 BASES 3 IN 1
COMMUNICATIONS 1 OF 1 THE 1 ACM 1 words=12 AF=28.385
DO 6 ANY 6 AUTHORS 1 DESCRIBE 192 DRAGON 3 words=5 AF=45.667
COES 196 HE 1 WORK 1 AT 1 CMU 1 uordss5 AF=64.333 :
00 6 ANY 6 RECENT 4 ACH 1 CONFERENCES 1 CONSIDER 192 SEMANTIC 2
NETS 3 OR 191 SEMANTIC 2 NETWORKS 1 words=11 AF=39.583
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00 6 RESPONSES | EVER 1 COME | FASTER | wordsg=5 AF=12.667

HAS 96 LEE | ERMAN 4 BEEN | REFERENCED | IN I ANY | OF | THOSE
words=3 AF«17.388

HAS 86 ALLEN 2 NEWELL 4 PUBLISHED 2 ANYTHING 1 RECENTLY 1
wardss6 AFa24.S71

HAYE 87 ANY 2 NEW 1 PAPERS | BY % TERRY 1 WINUGRAD 3 APPEARED
words=8 AF=23.778

HCW 4 BIG 1 151 THE | DATA 1 BASE 1| wordsab AF=18.714

HOUW 4 MANY 8 DF | THESE 1 ALSO 1 DISCUSS 1392 OYNAMIC 3 BINDING
words=8 AF=31.800

HOW & MANY 8 RECENT | ISSUES 1 CONCERN 132 DISPLAY 1 TERMINALS
words=7 AF=34.586

KILL 1 THE 1 LISTING ! words=3 AFs17.258

PLEASE 4 MAXE 1 ME 1 A1 FILE 1 OF 1 THOSE 1 :ords=7 AF=39.588

WHAT 26 IS 4 HIS 1 AFFILIATION | ords=4 AF=19.688

WHICH 21 OF 2 THESE 5 CITES 96 PERRY 1 THORNDYKE 3 words=86

AF=27.714
WHICH 21 PAPERS 7 ON 192 DESIGN 6 IN 1 THE 1 ARTS 4 ALSC 2
DISCUSS 192 DESIGN S AUTOMATION 3 words=11 AF=41.667

WHO S WAS 2 QUOTED 1 IN 1 THAT | ARTICLE 1 woras=6 AF=11.068

WHICH 21 PAPERS 7 WERE 1 WRITTEM 2 AT 1 NRL 1 OR 1 AT 1 SMC |
Hords=9 AF=10.288
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Appendix I11-B. Al Retrieval Language Dictionary

A

ABOUTY
ABSTRACT
ABSTRACTION
ABSTRACTS
ACL

ACM
ACQUISITION
ACTIONS
ACTIVE
ACYCLIC
ADAPTATION
ADAPTIVE
ADDITION
ADDRESS
ADDRESSES
ADVISING
AESTHETICS
AFFILIATION
AFFILIATIONS
AFTER

Al
ALGEBRA!IC
ALGOL

AL GOR1THM
ALGORPITHMIC
ALL
ALL-OR-NONE
ALLEN

ALSO
ALWAYS

AM

AMONG

AN

ANALOGY
ANALYSIS
ANALYZER
AND

ANN
ANCTHER
ANSWER
ANSWERING
ANTHONY
ANY

ANYONE
ANYTHING
ANYWHERE
APPEAK
APPEARED
APPLICATION
APFRENTICE
APPROACH
APRIL

ARBIB

ARE

AREA

{-.0% (AX' UMAs EHQ EYL EYCI EYR)

(-.0) (AR2AX EH3,0) (¢ (-,01,-{3]) (B,0) (AWL,0) AWC! (AWR,0) ((+ (-,0),-[8}) (T,00,D%)
(-,0) AEQ (+ (-,0),-) S (-,0) (DR (R,01,T 2) AE2! ({« (-,0),-[4]) (T,0),DN)

(-,0) AE3 (+ (-,0),-) S (-,0) (DR (R,0),T R} AE2! (e (-,0),-) SH THS N

(-,0) AE3 (+ (-,0).-. S (-,0) (DR (R0),T R} AE2! (& (-0),-) S (HH0)

(-.0) (EYL,0) EYC (EYRD) S IV (EM EL,EL2)

.0) (EYL,0) EYCI (EVRO)S Y AH2 M

(-.0) AES {« (-,C),-) WH TH8 (Z{4),(Z20) S) IM2 SH IHE N

(~.0) AES [+ (-,0),-) SHi INS N (Z[QLIZO) )

(-, 0) AE (« (-,0),-) I IH V (£ 0)

(-,0" (EVL,0) EYC (EVR0) 3 THF (« (-,0),-{4)) (KO) L UM2 (¢ (-,0),-{8}) (X.0)
(~,0) AEA (v (-.0),-,0V (D.0) AES (o« (-,0),-) T (EYL,0) EYC! (EYR,0) SH iH5 N
(-, 2) (IX.UH) (~ (-,0),-) (0,0} AL (& (- 0),-) T IX V (F.0)

(~,0) TH3 ({+ (-.0),-) (D,0),0X) IHZ SH IHE N

(-,9) ((AE,1X),UH) {« (-,0),-) DR R EH2' S (HHO)

(-,0) (AE.DOUH) (o« (-,C1-) DR R EH2' S 1HE (2{4),(2.00 D)

(-,0) UX,UH) (» (-,0),-) (D,0) V (AVL,0) AYCH (AYR,0) (2{4},(2,0) S) (IHIIY) NX
COYAX STH EM (« (-C)) T TH (» (-,0),-) S (HH O}

(-,0) (EH3AH) F (IH0) EL 1Y (EVL,0) EYC' (EVR,0* SH IHS N

(~0) AX (-0) F EK2 L IY2 (EVL0) EYC! (EVYR,0) SH IHS N (2{41.(20) S)
~OYAE'F ((« (-O)-) T,DX) ER

(-,0) (EYL,0) EYC' (EVR,0} (AY1,0) AYC (AYR,0)

(-, 0) AE3 EL (+ (-.0)-) SH! 8} IH (« (-,0),-{8}) (B,0) R (EYL,0) EYC (EVYR,0) IK2 (~ (-,0),-[4}) (X,0)
(-,0) AEA EL (+ (-,0),-) (G,0) OWB EL3

(~,0) AE EL (« (-,0),-) (G,0) (AADW) R! [H (THOH) (IR IX0} M

(-,0) AE EL (+ (-,0),-) (G,0) (AAOW) R IH (THDH) M IH (» (-,0),-{8}) (KO)
(-,00 OWar £

(-,0) OWQ EL {-,0) (AAG.0) ERTY7 14} (-.0) N UH (N.DX)

(-,0) AEY EL3 (IH6 N.EN)

{-,0) (AO,0W4Q) EL S (IH6 (OW2,0),0W)

{-0) AD EL W (EYL.0) EYC! (EYR,0) (Z2{&}(Z2.0) $)

{(-.0) UEH2LAE3) M,EMY)

(-,0Y (X AXY) M UH2 NX

(-,0) AES' (ENN)

(-.0) AES (NEN) AESQ' (ELL) OWA (+ (-,0),-) SH! B} IY

(-,0) UHA N AE EL 3 (UH2.2,6}.1H6,0) S 1HE S (HH0)

(-.C) AES N EL2 (AYL,0) AYC! (AYR,D) (2{8},(2.0) 5) ER2

(-.0) AES;5. 10} N (~ (-,0),-,0) (0,00

(-,0) AE4I (N.DX)

(-.0) AH N AA2! (CH,TH) (ERAAQ)

-0V AES'N S Ek

(..0) AL& N S (RER) [HS NX

(-.0) AEA (N.e) e (-,00.-0) THIHGI N Y

(-,0) (EH3EH) (N!21.DX) Y- (I¥Y3,0)

(-0 (EHIEH) (N{21.0X) I¥1 (1I¥Y3,0) (-.0) W AH (N,DX)

(-,0) (EH3EH) (N;25.0X) IV' TH (IHR1Y) NX

(-0} (EM3EH) (NI21.0X) I¥i (-,0) W (EH3.0) ER

(-.0) (AH2UHZ) (« (-0),-) (P.PH) IY2' ER] 18]}

(-,0) (AHIUH2) (« (-0),-) (P.PH) IY21 ER; 18] (+ (-,0),-) (D.DHO)

(.0 AES (v (-,02,-) (P L.PL (L,0)) IH6 (e (-,0),-) (K.0) (EYL,0) EYCI (EYRO) SH IHS N
(-.0Y EH3 (+ (-00-) (P RPR (R0)) EH2! N (o (-,0),-.0) T 1H4 S (HH.0)

(-.0Y UH; 28 (e (-,00.-) (P RPR (RCH OWZ! (+ (-,0),-) SH{.B}

(-.0) (EYL.0) EYCH (EVR,0) (e (-.0},-) (P RPR (ROY) (IH EL.EL2}

-0 AA R (e (-.0),-{4)) (B,0) IV (e« (-,0).-) (B.D)

(.03 (AAZT L (ER2.ERYER2N

(-,0) [H2VER 1Y2 UH
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ARFAS
ARFN'Y

ARPA

ART

ARTICLE
ARTICLES
ARYITICIAL
ARTS
ASIMOV

ASK

ASSERHL Y
ASSEHTIUNS
ASSIMILATION
AGSCCIATION
ASSCCIATIVE
AT
ATTENTIGN
AUGHMENTED
ALIGUST
ALITHOR
AUTHORS
AUTOMATED
ALTOMYMNTIC
ALTOMATION
AVAILABLE
AWARD
AXIOMATIC
AXIGMS
AZKIEL
BRCKGANMON
BANER ]!
BANK
BARROW
BASE
BASEBALL
BASED
BASES
BAT(S

BAY

BELh
arrnng

GBI HAVIOR
Giticr
BORVELLY
GIR{INER
HiINAKD
BIkY
QUWULR
il

SRR
UINDING
BINDINGS
STOME DICINE
HEBET
$311.0CK
BOLNROW
HONKIL
800¢

Dict-orary

-0 TH2VER JY2 UH (218,200 S)
(-,0) (AR (ER2ERLER2Y (N (v (-0),-14}) (1,01,0%)
(-, 0) AAY (ERFD2Y (e (-00-1 PIL} I
LU ARG (ERG) (- (-,00,-183 (T0NDX)
€-.0) (AAY (ER.0), LR2) ({w (-,00,-) T,OX) IH8 (& (-,00.-) X{}) EL2
(.0} (AAZ (ERG)Y, [R2) (s (-,0),-) T,0X) IHB (e (-, 0)-) K{1] EL 2[4}.(2.0) $)
-.0Y (AAZ (ER.O), ERZ) (= (-,0),-) T.OX) TH71 (- 0} F THI SH &L
(-0} AAZ (ER.O) (= (-0 -} S (HHO)
(-0 AT (214:42.0) S} i%5 1. OW4QI F (HH,0)
(-0 AED® S - (KD
(-,0) UHA S ERA M- (o (-0),-{&2) By L IY
(-, 0) Al S ERSH L5 N (2:4142,0) S)
(-0 IHu S Jhi M ELS (RYL.0) LYCO(EVR,0) SH IH5 N
-,0) UHA S OW3 (S.5H) iY AL SH (AX,IX [HS) (N,0X)
O UHA S OW B (5,5H) 1Y TH7 (e (-0),-) T,O0X) IN3 V (F.0)
(=.0) (REAT ALY (§e (-,0).-541) (T.OXDX)
(-0 (JH2UHY (= (-0),-) T EH2! N SIF THS N
(-0} AA (e (-,00-: M EH N (e (-,0),-,00 T,0%) IN3 (¢ {-0),-) (0,0)
(-0 AD (- (-,00,-){G.0) IH3' 5 -{4] (T.O)
(-0 ADY (-,0) TH ER
(<,0) A (-0} TH ER (§R3.0) :2:4.02.00 )
-,0) AD ({e (-,00,-) T,O5) EH3 M (EYL,0) EYC (EYR,0) {(« (-,0},-} T.0X) IH3 ¢+ (-,0),-3 (0,00
-0 AQ (e (-0 TOXY EH3 M AL ((e (-,0).-) T0X) IH3 (~ (-,0),-{8}) (K.O)
-0) AA e (5,00 -3 0N OW2! M EVL.OY EYC (EYR,0) SH THS N
(.00 Al Y CEH RY 0 EYC VR ELT QXK (= {-,0),-]8}) (B,0) EL
00 UW2 WUHHVWE ER e (-.0),-) (0.0),0X)
GOYVAL (v (=002 S 1Y (K M AE (e {-,0),-) T,DX) IH3 (« (-,0),-) (KO}
(-0 Al Lo (40020 5 3V U M {2147.42.0) 51
00 ADS 2[4 0200 S) IH CGERR) £L2
(e =00 14T (B OY ARA (e (-,00,-) (G0 AERY M THE (N.OX)
(e 000600 (BO) IR? NER (» (-,00,-) SHLR} 1Y
(= 1-,00.-145) 3,00 AEY N (e (-,00,-145) (K.0)
fee (5002780 (2.0 EH3 (ER.RY OW
(e (-,0).-147) (B (£¥L,0) e YCr (EVYR,0) S (HH.O)
(e 00080 (BOYEYLO) EYC EVROYS - (BOYAD EL2
(e (-.0),-74]} (B0} {EVL.0Y EYC (EYR,0) § -{4} (T.0)
(e (-0%-16)) (B.0) (FYL.O) EYC (EYR0) S [HA (2;4:(2,0) S)
(= U UL A (B0 GCYLO EYC (FYRO) (- (-,0).-} 5 (RH,0)
(-,00-14) (BM {(FVL.0) YO (EYR.O)
(e (-4 (RO) M2 INOX)
(e (-00-18Y (3,00 UV, ) F1AD ER
{ee (032720 B 0¥ oD 00 (EYL.0) EYC (LEYRO) V ¥ ER3
(e (G- A0 RO (IGIYY L (Y F (HRQ)
e =6y 80 B0 ERY (- (LQ0-AL (K LY Y2
fm (S0 -1A0) EO) e R L UHE N (ERO) (R
e (00250 (B.0) tAAAN: ER2 N AAS FR (w (-,0),-) (D,0)
(e (-00-5077 HO) IR we (=058 (1.00,D%)
T 0L-A WO Y (e (2000 T OW THZ  (NDXD)
e (0014 B i Tas (= -0 (G.O)
(e (-Gr-140 (B Ine L
(e (-0),-140 (BOY (AYL,U; aYC {AYR.0) N (+ (-,0),-.0) (D.0) (JH3,1Y¥) NX
(o (200,240 (H0) (AYLGY AYC! (AYR O N (» (-,00,-,00 (D02 (GH3.IY) NX (2;8:.(2.0) S)
(e (-,0),-:4.) (8.0) (AYL.G) AYC (AYR() OW M EM2! ((+ (-,0),-) (D,0),DX) IHA S 1HE (N,OX)
(e (500,040 (BO) L A2 (v (-,0),-1 5 OW
{e (-0),-42) (8,00 L ADH i (-.00,-140) (KD}
(e (-0L-147) (HOY AW AWE (AWR,0) (e (-,0),-{4)) (B,0) R OW
(- (=0)-1427 (B,0) KA N Y
(e -.01-1471 (B.O) LWHAT (e -,00 181 (K (W
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Dictionary

BOOKS (= (-,0%-14}) (B.0) UWH4} (+ (-,0),-) 5 (HH,0)
BOUNDS (+ (-.0),-144) (B.0) (AWL,0) AWCH (AWR,0) N (¢ (-,0),-) S (HH,0)
BRAIN (e (-,0),-142) (B,0) R (LYL.D) EVC (EYR,0) (N,OX)
BRUCE (« (-.0),-182) (B.0) R UW3' S (HH,0)
BUCHANAN (e (-,0),-{4D (B0 Y I¥Y2! (+ (-,0)-) (KO) AES N UHQ ‘N,DX)
BUSINESS (- (-.0),-14}) (B.0) 1H (2{4},(2,0) S) (N IXENY S (HH,0)
BUY (« (-,0)-141 (8.0) UH ((«~ (-,0),-{4}) (1,0).DX)
B8Y (+ (-,0),-141) (B,0) (AYL,0) AYC' (AYR.0)
CACM (-,0) S 1Y (EYL,0) EYC! (EYR0) S IY AHZ M
CAl (-,0) S IV (EVYL,0) EYC (EYR,0) (AYL,0) AYC! (AYR,C)
CALCULUS (e (-,0),-) (K,0) AES! ELA (& (~,0),-) (KO) IH3 L IH6 S (HY,0)
CAN (v (-,0),-) (K,G) (AEALIH3 (N,DX)
CAPABILITIES
(= (=,0},-) (K,0) (EYL,0) EYCH (EYR,0) i (-,0),-) P OW3 (¢ (-,0),-{4}) (B,0) IH EL IHB (+ (-,0),-) T IV (Z{4}(2,0) S)
CAR (v €(-,00.-) (K,Q) AAY (ER2!,12).0) ER
CAR(. (e (-,0),-) (K1) AALI ER2 €3
CARTOCRAPHY (¢ (-,0),-) (K.O) AAJ £R (v (-,01,-3 T AD (= (-,0),-) (GU) ERF 1V
CASL (= (=00, (KO) (EV¥L O) EYC (EYR,00 S (HH,0)
CALSAL (e (-,00,2) (K,QY ADY (Z{4: (2.0} §) UH2 EL
CEASE (-,0) S IVt S (HH,0)
CElL (-,0) S (EH,AAR) (L2
CHARNIAK (e (=,0)%,-) SH{,R> ER N 1Yt ALS (« (-,0),-14}) (K,0)
CHECKER (e (-,0,-) SH{ .10} EH (- (-,0),-) (K,O) ER
CHECKING {+ (-,01,-) SH E4 (« (-,0).-) (K,0) (IN3,1V) NX
CHL&S (e (-U),-) SH{, 10} ERAT S {HR,0)
CHOOSE (= (-.01.-) SH (IH2,0) UH! (2]41.(2,0) S)
CHRISTOPHER (¢ (-,00.-) CKKO) R IN2 S - T K (-,0) F ER2
CHLCK (e (-,0),-) SH], 10} AAZ (¢ (~,0),-{41) (KDY
CIRCLE (+,00 S HIX,M ER (- (-,0),-) (K0 EL
CIRCULY (-,0) S (IHO) ER (+ (-,0),-) (K,0) UM ({« (-,0),-18}) (7,0),DX)
CIRCULTS (-,0) SER (- (- 0)-) (KO) IX (& (-0),-) S (HH,0:
CI7C (-,0) S (AYL,G) AYC {AYR,O) ((« (-,0),-{4]) (7,0),9%)
CITED (-,0) S (AYL,0) AYC! (AYR.0) ({e (-,0),-) T,0X) IH3 (+ (-,0),-) (D.O)
CITES (-.0) S (AYL,0) AYC! (AYR,0) (e (-,0),-) § (HH,0)
CLIMBING {~ (-,0),-) (K.Q) L (AYL,0) AYC! (AYR,0) M [H5 NX
CLUSTERING (e« (-,00,-) (KOY L UH2!S - T ER (IH3,]¥) NX
CML) (-,0) S IV EH2 MY {IHA.0) UW2Z
coDt (- (-,0),-) (KO) QW' (~ (-,0),-) (D.O)
CODING (e (-,0),-) (K0 OW' (e (-,00.-) (D.OX) (IH3 1Y) NX
COGNITION (v (-,0),-) (K.OY AAZ (v (-,02.-) (G.O) N IH3' SH IHS N
COGNITIVE (e (-,00,-) (KOY AAZ {(« (-,00,-,0) NOX) THA (e (-,0),-) T,.OCX) IHE VY (F,0)
coLny (v (-,0),-7 (K,0) OW 3 ELY (v (-,0),-{8)) (BO) 1Y
COLES (v (-, O)-) (KOY OW EL (244200 S)
COLLINS {+ (-,00,-) (KOY AD EL3 UH2 N (Z14}(2,00 S)
COME (- (-,00.-) (KD AASEM
COMME TS (= (-,01.-) (K,O) AR M EHZ2' N (~ (-,0),-) 5 (HH,0)
COMM!'TTIrE (= (-, 0)-) (KO EM! JHD? ((= (-,0),-) TOX) 1Y
COMMON (= (-0)0-) (FO) AA M AX (N.OX)

COMMUNITATION(- (-,0),-) (K.0) AM M UW3 N TH3 (« (-,0)-} (KO) (EYL,0) EVC (EVR,0) SH 4- *
COMMUNICATIONS (e (-,0),-) (K AH M UW N IH (« (-,0).-) (K,0) (EYL,0) EYC! (EYR0) SH IHB N . 4},(Z,0) §)
COMPLEX (= (-,0),-) (K1) AA M (+ (-,0,-,0} (P L.PL (L,0)) EH (+ (-,0),-) S (HH,0)

COMPLEXITY (e (-,0),-) (KO) AA[2} M (« (-,0),-,0) (P L,PL (L,0)) EHA! (& (-,0)-) S [H7 ({« (-,00,-) T,DX) 1Y
COMPONLr 75 (e (-.00-) (K AX M (+~ (-,01,-,0) P OW N AX N (~ (-,0),-) § (HH,0)

COMPRENIINSION (e (<,00,-) (K,0) AA M (« (-,0),-,0) (P R,PR (R0} IY HH2! EH2 N SH Jus N

COMPUTATION (v (-,01-) (KO) AARI M (= {-,0),-,0) P TH3 (« (-,0),-) T (E¥L,0) EYC ) SH IHS N
COMBUTATIONAL (= (-,00.-) (K, () AA M {e (-,00,-,0) P TH3 {« (-,0),-) T (E¥(,0) EYC (EY .,0) SH TH5 N (AH EL.ED)
COMPUTIR (« (=,01-) (KO (AH2 MEM) (~ {-,0),-,0) (BPH) [H2' (UW2,0) ((+ (-0),-) T,0X) ER

COMBUTERS (= (-,0),-) (K0} (A2 Mi M) (= (-,01,-,0) (P,PI}) [H2! (UW3,D) ({+ (-,0),-) T,DX) ER (Z(4;.(Z20) S)



Dictionary

COMMITING (= {~,Q0,-) K G) SAHD MEM) (- i-,0),-,0) (PRI 1420 (UW3,07 {(+ (-,0),-) T,DX) IHZ NX
CONCEPTUAL (= (-,00-) (KO AX NS EH (o (-,0),-) 34,10} LW EL

CONCERN (e (-,00,-) (KO GHZ,THIT N S ER INDX)

CONCERNED (e (-,0),-) (K0Y (IH7,iH3Y N S ERIV N {~ (-,0),-) (D,0)

CONCERNING = (-.0)-) (K.Y (IHZIH3Y N S ERV N THS NX

CONCURRU T (e« (-,00,-) (KOY JHS N (« (-,0),-) Kt LR EH2 N ({+ (-,0),-{4]) (T,0),DX)

CONFERENCE (= (-,0),-) (K, AA' N (-,0) F €ER 1HG N S (HH,0)

COKNFERENCES (« (-,0),-) (KO)AA'N (-,0) F ER THG N S TH4 S (HH,O)

CONKFINE (e (-,00.-) (KO (GHZJH3Y N FI{AYL,0) AYC (AVR,Q) (N.DX)

CONSIDER (e (-,00,-2 &3 TH3 N S T3 (- (-,00.-) {D,0),DX) ER

CONSIDERED (« (-,0),-) (KQ) ({IH2,THR) NJEN) S TH2! ({+ (-,01.-) (D.0),DX) LR (~ (-,0),-) (OO0
CONSIRAINT (e (,00,-) (0} (JH7,IHI) N S - DR R (EYL.0) EYC (EYR.O) N (O.T)

CONSTRUCTING (e« -0 (K0 (JHZTH3) N S - DR R EH3! (& (-,0),-) T (IH3,1Y) NX

CONSYRUCTION (e (.,00,-) (K0 (JHZIHI) N S - DR REH3! (+ (-,01,-) SH IHS N

CONSULTANT (e (-04-) (KO IHZUN S AQ EL (+ (-,0),-) T THG N (« {-.0),-} (O.T)

CONSULTATION  (+~ (-0, (KM AA NS ELS (+ (-,00-) TIEYLQY EYC (EYR,Q) SH IHS N
CONSULTATIONS (e (-,00.-) (KOYAA NS AX (L,0) (+~ (-0),-) T (EYL,07 EYC (EYR,G) SH IHS N (Z214,(2,0) S)

CONTAIN (e (,00,-) (K0) GHATHR N ((+ (-,00,-) T,BX) 1EVL,0) EVCH (EYR,O) (N,DX)

CONTAINED (e (-.00-) KOV (JRAIHR) N (- (-,00,-) T.DX) (EYL.O) EVC! (EYRD) N (+ (-,0),-) (D.DH,0}
CONTAINS (e (-,00,-) (KOY GHZIHR) N ((e (-,00,-) TOX) (EYL.0) EYC: (EVR,0) N (2{4}(2.0) §)
CONTEXT te (20027 (K0Y AA N (e (-,00,) T FHI' (» (-,0).-) S =14, (1,00

CONTINUOUS  (+ (-1 (KUY THII N (- (~,00-) T JH3 N Y UiH2 AL S (HH.O)

CONTROL (e (.04} (KOY OHZIHI N (v (-,0),-) (SH{,1C1T) R OWIEL

CONTROLLED G 00,1 K OY I INE N (e (-,00,-) (TSHL 107 R OW (ELOY (= (-,0),-) (0,00

CONVERTICN (o= =, KON ODRZIHY N YN UK N (- (-,0) =) SHIKS N

CONVENTIONS (e (-,00,-1 (KO GHZIRIIN (VY UE N (e (¢,0) -} SH 1S N (2:4,(2,0) S)

COOPERAVING (e (-,00,-) (K0 OW ACY (= (-,00,-) (PO) £H2 (1 VL.0) EYT (EVRO) ((+ (-,0),-) T.DX) (IH3,1¥) NX
COOPLRATION  (« (-,01-1 (KOY QW AQ! (= (-,0),-) (P ER2 (EYL,0) EYC (EYR,0) SH IHS N

cepy (- (-, 00,2} (KOY AA! (¢ (- OV )P TY

CoPrving (e (-,00,-) (K0) A0 (- (=,00,-) P IV (in13.05 NX

CORRIGTINIGS G- GO ) KO CHEH (G- (-,00-) TOXY NGX S trin ()

Coli i) (e €-,00-) (K0 G e (=00 -) {D.0)

CURRIRT (e (,00,-3 (K00 CRGHS NENY (e (-00.-11,) {7,00.0X)

CURVLD (= (00, (R0) Lk [R (V)Y (e (-,0),-) 0.0}

CVBLRNETICS  (-,0) S (AVL.0) AYCH {AYR 0 (- (-,0-140) (B,0) ER N EH ({+ (-,00,-) T.OX) iH3 (v (-,0),-} S (HH,O)
Cv@ilc (-, 00 § I3 (e (-.05-142) (KO U UHZ (e (-,0),-14)) (KD

DARNY ((= (-, 0= {0.00,DX) AEAY N TY

DAYA (e (-,00,-3 (D OLDXY EVLG) EVTY (YR (e {-,040,-5 <D.0YDX) U

DAY e (=,01,-) D00,DX) VL0 EYCHLEYR,G) (e (-, 0n-{A0 (TOLDX}

DATES (e (<,00,2) (OONTKYEVL0) EYEY (VRO v (-0 1.1 S (HH,Q)

DAV ((e (.00, DOXLDX) EVLO) VO (EYRD: V (F (0

DAVID (e (=002 0D X) (e YL EYCH(EYRO: V 142 1 -0 -1 (D.O)

Drunit (e (-0, (DONDXY JH2 (e (202,14 18,0 (EYC.0) EYC (EYR.O) (e {-,00,-{4}) (T,0),D)])
DECEMBER (e (<001 COOLEX) IHZ 3 EHI M (e (-,0)-11 ) (B 2) ER

DECISION (e (002 (D.OVDXY 192 S TH (= (-,00,-) SH il N

DEDUCTION (e (=,00,-) (DOXDXY Y12, IX (= (-0, (DG AAT (v (-,0),-) SH IHS N
DEDUCTIVE (e GL-VAD0RDRY VYN (e Q0023 BOX) AR (G (,0),-) TOX) jH2 V (F.0)
DEMAND e (=001 OODR e ALAN (« (-,00-) DO

DERNOTATIONAL (e (-,00-1 CDO,DX) 1Y N OW (e (-042) T(EVLG)Y EYC (EYR.OY SH IHS N EL

DEPTH ((e (-,00.-1{0,00DX) CHA e (-,02,-) TH (HK,O,

DERIVATION (G (=, 0)- 0 (D2.0LDX) iH2 ER (1M0) V iLYLG) EYT (EYR.0) SHY [HO N

DCSCRIGE ((e (-.0),-2 {0.0LDX) THA: G - (KWH.0) R (AYL G, AYC (AYRO) B

DESCRIPTION (= (5,012 10.00DX) (14 5 - (KUY R IH2 (- (-,C7~) SH 5 N
DESCRIPTIONS (= (-.C-) (D.OXDXYIX S - (KO R IH (+ (-,0)-1 SH iHS N (242,00 S)

DESIGN ((e (-,0),-) (D,0%,DX)Y (IMG,IX,0; (Z}4,(2,01 S) {(AYL,0; AYC! (AYR,D) (N,DX)

DESIRE (L (~,00,-) (D0LDXY (JILIY) (2,87.(2.0) S) (AV,0) AYC! (AYR U) ER

DETCCTION (e (=,0),-) (DOLDX) (JHIY) (« (-,0),-) T T# (e (-,0).-) SHIHS N

DEVICES ((e (-,00,-) (D,01DX) (JHIYY V1 (AYL,0) AYC (AYR.0) S iH6 (Z214},(2,0) S; (4H.C
49




DIAGNOSIS
DIALOGUE
DICK

DID

DIDNT
DIMENSIGNAL
DIRUCCTED
DISCUSS
DISCUSSLH
DISCUSSES
DISCUSSING
0ISPLAY

DO

DOES
DOESN'Y
DOMAIN
DON'T
DONALD
OONE

O0UG
DRAGON
DRALONS
CRAWINGS
DREW
DREYFUS
DRIVIRG
DURING
DYNAMIC
EACH

EARL
EARLIEST
EARNEST

ED
EDINALIRGH
EFFICICNTLY
tIGHT
EIGHTEEN
EIGUTY
EITCTRONIC
ELLCTRONICS
ELiVIN
ELLIOT
EHGLIGH
ENVIRONMLENT
LRIK

ERMAN
ERNST
EUGENE
EVALUATION
EVALUATOR
EVENTS
EVIR

EVERY
EVERYIHING
EXAMPLL
EXAMPLLS
EXIST
EXPERT

Dictionary

({+ (-,0),-) (0,0),DX) (AYL,0) AYC! (AYR,Q) [H3 (~ (-,0),-) N OW2 S 1HA § (HH,0)
((e (-,0),-) (D.0)DX) (AYL.0) AYC! (AYR,0) AA EL3 AQ (e {-,0),-) (G,0)
({e (-,00,-3 (D,0),DX) JH2! (= {-,0),-{A) (K,0)

(e (-,05,-) (DODX) (JH2LIHS) ((+ (~,0),-) (D,0),0X,D)

(e {-,0),-) (0,0)0,DX) TH3! (« (-,0),-) (D,0) IHS N ((~ (-,0),-{4}) (T,0),0X)
{{e (-,0),-) {(DO),DX) IHZ M EH2! N (w (-,0),-,0) SH{, 10} EN EL3

(e (-,0),-) (D,0),DX) ER R EH3! ({« (-,0),-) T.DX) (1K, 1X) (¢ {-,0),-) (D,DNK,0)
(e (-,0),-) (D,00,DX) [HA S - (K,0) AA2! S (HH,0)

(e (=,00,-) (D,0),DX) [HA § - (K,0) AA2! S -[4] (7,00

{te (-,0),-) (D.O,OX) 1HA S - (K0) AA2! S IHG (Z{4},(2,0) §)

{(e- (-,01,-) (DOM,DX) THA S - (K,0) AA2! S 15 NX

({= (-,0),-) (D.M,OX) (JHA0) & - (P L,PL (L,00) (EYL,0) EYC (EYR,0)

(~ (-,0),-) DR 2} (JH2,00 LX(G,12}

((« (-,0),-) {DOLDX) AH2! (2{41(Z2.0) S)

(e (-,0),-) (DOMDX) AXY (Z{47.(2,0) S) AX N ((~ (-,0},-;4}) (T,0),0X)
(e (-,0),-) (D,0),DX) OW M (CYL,0) EYC! (EYR,0) (N,OX)

(e (-,0},-) (D,0),DX) OW2 OWIN {(+ (-,0),-14}) (T,0),DX)

((« {~,0),-) (DOYDXY AAY (NOX) EL? ¢« (-,0),-) (D,0)

(e (+,0),-) (D,0),0X) AAZ1,224 (N,OX)

(e (-,0),-) (D,M,DX) AA2! {« (-,0),-) (G.O)

(= -0),-) DR R AU (+ (-,0),-) (GO) IHS N

(v (-,0),-} DR R AL (« (- 0),-) (G.O) IH3 N {2Z2;4(2,C) S)

(- (-,0),-) DR R AAY Ih5 NX (2(4:(2,0) S;

{e (-,C2,-) DR R (1H.0) LW}

[+ (-,0),-) DR R (AYL 0) AYC!) (AYR,0) F AH S (HP 0)

(-,0) {{~ (-,0)-) SHR) (AY(,0) AYC! (AYR,0} V (iH3,I¥) NX

({« (~,0),-) 2D,0%,DX} ER1 J¥Y2' NX

({+ (~,0),-) (0,0),0X) (AVL,0) AYC! (AYR,0) N AEh M TH3 (» (-,0),-{4}) (K,O)
(-,0) IY¥! (+ ¢-,0),-) SH (HH,0)

(-,Q) ER21EL2

(-,0) ER 1 1Y (IX.H S -{4} (T,0)

(-,0) ER (N,0X) 1H6 8 -4 (1,0)

(-,0) EH2! (« (-,0).-) (DO

(- ) EH2Y ({m (-,0),-) (D,00,DX) (115 NEN)Y (~ (-,0),-.8) (B.0) ER2

(-,0) CHA (-,0) F IH2! 5H [H5 N ((~ (-,0),-) (0,T),DX) L iV2

(-,0) (EVL,0) EYCH (LYR,O) ({e £-,00,-181) (T,0H,DX)

(-,0) (EYLO) EYCY (EYRO) ((« (-,0),-) 1,00 1V (N,DX)

-0 (EVL,0) EYCY (FEYR,O) ([« (-,0),-) TDX) IV

(L0 (Y 1L ELE) B2 (e (-,00,-) (T,SHL 101 R AA2 N TH3 (+ (-,0).-{3)) (KW
0 Y L EED) EH2 (e (- 00.-) (T.SH, 105 R AA2 N TH3 (« (-,0),-) S (HHO)
=0 TH(LELY EHY V(1S NEN)

(-0 THELI LY THA (- (-,00,-142) (7,00.0X)

(-, 00 (JHQ Y)Y NX (« (-,00.-,0) {G,0) L IHG' GH {HH.O)

(-, TH3 NV (AYL,0) AYC! (AYR,0) ERT N M THS (« (-,0),-) (T.0;

- AEZ L) (R DB (- (-,0),-14)) (KO

(-,G) ER M IHS! (N,DX)

-0 THBER'N G -4 (V.00

(-0 Y UWS (e (-,00,-) SHL10L IV (DX

(-.0) JHG V AA ELA VYV iIW (EYL,0) EYTH LEVR0) SH MY N

{-,0) THG V AA [TL3 Y UW (EYL,0) EYC! (EYR,0) (e (- 0),-) T,OX) IR
(-,0) (IY,AX)} V EHA' N (+ (-,0),-) S (HHD)

-, ) "V gR2

(-, (EH,EH2Y V R 1Y2

(-, Q) {EH.EH2Y (V,0) RT1Y2 TH {JH3.1Y) NX

(-, () EH (& (<,0),~) (Z14:,(2.C) SY AE 24 (= (-,00.-0) P EL

(-,0) EH (+ (-,0),-) (Z14:,(2.0) S) AE M (+ (-,0),-0) P EL (2{8},i200 %)
(-.0) 1h3 (« (-,0),-) (Z{4}(2.0) S} [H71 S -14; A0

(-.C) EH2 (« (-,0),-) Si - P ER ((« (-,0),-18}) (T7,01.DX)




EXPLANATION
EXPRISSIONS
FABLES
FACES

FACTS
FAHLMAN
FAIRY
FASTER

B e e T I AN NRT WA g

Dictionary

(-.0) EH (+ (-,0)-) S - (P LPL (L0)) TH N (EVL,0) EYC! (EYR0) SH IHS N
(-0) TH3 (= (-,0),-) S - (P RPR (RO)) EHI' SH (IH5 N.EN) (2]4],(2,0) S)
(-0 F (EVL,0) EVC (EYRO) (- (-,0),-{8]) (B,0} AX (L,0) (Z{4},(2,0) §)
(-,Q) F (EVL,0) EVC! (EVR,0) S THA (Z2;4},(2,0) S)

-.0) F AL (e (-,0),-) S (HIL0)

(-,0) F AO £L2 M UHA (N,DX)

{-,0) F EH (ERR) 1Y

-.0)FALRS - TR

FEATURE-DRIVENC ,0) F 1Y (e« (-.0),-) SH, 10} ER! (« (-,0),-) DR R [H V (((TI,iX) N)LEN)

FEBRUARY
FEDERAL
FLIGERBALUM
FEL OMAN
FICTION
FIFTEEN
FIFTY
FIKLS

FILE
FINISH
FINISHED
FIRSY

FIVE

FOR
FGRESGTS
FORMAL
FORMATION
FORTY
FOUR
FOURTEEN
FRAME
FRAMES
FROM

FuU
FUNCTION
FUNCTIONS
FUz2y
GAKE
GANES
GARY
GASCHNIG
GONERAL
GENERATE
GENERATION
GEOMETRIC
GEORGE
GFY

GIPS

GIVE
GIVEN

GM

GO
GCO-MOKY
GOAL
GOALS
GRAIN
GRAMMNRS
GRAMMATICAL

~naAnf
urArn

(-.0) F EH3 (« (-,0),-{4)) (B,0) (RY) (UW (W,0),0) AA (ER R} IY
(-,0) F EH! ((« {-,0),-) D.OX) ER2 EL3

(-.0) F (AYL,0} AYC (AYR,0) (v (-,0),-) (G,0) IH5 N (« (-0),-,0) (B0) (AWL,0) AW I (AWR D) M
(-, 0 F EHZEL (= (00 ,-) M Li16 (NDX)

-0 F IN2 (& (-0),-) SH' IHS N

(=,0) F TH2! F (e (-,00,-) T,0X) 1Y (N,DX)

.01 F IH21 F (= +-,05,-} T.OX) 1Y

(-,0) F (AYL,0) AYCi (AYR,0) (+ (-,0),-) S (HH.O)

(-,0) F (AYL,0) AYC! (AYR,0) EL3

(-,0) F I3 N IH5 SH (HH,0)

(-,0) F 113" N IHS SH -{4} (T,0)

(-0) F (AA3 EREKD)Y &1 143 (T0)

(-,0) F (AYL,0) AYC' (AYR,0) (V,F)

(-,0) F (AAG,0) ERY

(-.0) F AA2 ERi IH S - S /HH,0)

(-,0) F AAATERZ (M) EL2

{-,0) F AAQ ER M (EVYL,0) EYC) (EYR0) SH IHS N

(-,0) F ARG (EREN2) ((e (-,0),-) TDX) IV

(-,0) F AAGTER

(-.0) F AAQLER (e (-,00.-) T.DX) 1Y (N.DX)

(-,0) F R (EVL,0) EYCH(EYR,0) M

(-,0) F R (EYL0)Y EYC (EYR,0) M (2{4.i20} S)

(-.0) FRAIHM

(-,0) F UW2i

(-,0) F AAT Y. (e (-,0),-,0) SH 1HS N

(-.0) F A NX (e (-,0),-.0) SH JHS N (2;4,(20) S)

(-,0) F UH2! (2{4(2.0) D) 1Y

( {-,0%-) (6.0Y (EVYL,0) EYC! (EYR.0) M

{e {-,0%-) (6,00 (EVL,0) EYCH (EYRD) M (2!4!{7.0) )

(e (-,0),-) (G,0) AE2I ER Y2

(« {-,0},-) (G.0) AES SH N IH3 (« (-,0),-18}) (KD

(e (-,0'.-) SH{, 10} EHZ N CR2' EL3

(e (-,0),-) SHL10} Ed2 N CR (EVLG) EVCY (EYR.O) (e (-,0),-141) (T,00,0X)
(¢ (-,0),-) SH!.10) IS N ER (EVL,0) EVC! (EYR.0) SH IHY N

(e (-,00,-) SH{,10Y IV 14 M EN2! (« (-.0),-) CR R IH8B (e (-,0),-{Q}) (K,0)
(e (-,0).-) SH{,L10! UWA ER) (v (-,0),-) SH{, 10}

(e (-,0),-) (G.0) (FH2,I43% (e (-,0),-{4}) (T,0),0X)

(e (~,00,-) (G,0) [H3! {- (-,0)~) S (HH,0)

(= {-,0).-) (G,0) IH2! (F.V (5.0))

(e (-,00,-) (G,0) [H31 V UNA (N,DX)

(¢ (-,0),-) SH,, 10} IV! EH2 M

(e (-,0),-) (G,0) OW1, 36

(= (=,00.) (G,0) OW M DW! (s (-,0),-) (K,0) LW

(« (-,01-) (G.0) OW' £l

(e (-,01-) (6,0 OWB EL (2143,(2,0) Si

(« (-,0),-) (G.0) R (EYL0) £YC! (EYR,0) (N, DX)

(e (-,0),-) (G,0) R ACL M ER! (Z{4},(Z2,00 5)

(- (-,00,2) (G,0) ER M AL ({(+ (-,0),-) T,DX) IHB (+ (-,00,-14)) (K.0) EL

I oAV NI AL AU C JUL N
(e {2,007 (G0 RATDY T {(BYG




GRAPHICS
HAMBURG
HANS
HAPPEN
HARRY
HAS
HASK'T
HAVE
HAVEW'Y
HAYES-ROTH
HE
HEARSAY
HELD
HERDRIX
HEH

HERI
HERBERT
HEVERDSTATIC
HEURISTIC
HEWITT
HILARY
HILL

HIS
HISTORY
HOLLARD
HOW

HUGH
HUINMAN
HUNDRED
HUNGRY
HUNT
HYPOTHLSIS
]

I'D

I'M

IEEL

IFiP

1JCAL

Dictionary

(+ (~,0),-) (G,0) R AEZ' F IH2 (« {~,0}-) S (HH.0)

(-.0) (HH.0) AA! M (« {-,0),-,8) {B,0) ER2 (« (-,0),-) {G,D)

(-0} (EH,0) AAI N (-.0) S (HH,0)

(-.0) (HH,0) ALY (= (-,00.-) P EH2 (N,DX)

(-,0) (HH? HH) AE2 (ERR) IY2

(-,0) (HH HH2,0) AEQ (2/43,(2.0) S)

(-,0) (HH H1i2,0) AE! (2]4:,(72,0) S) THB N ((+ (-,0),-[4}) (T,0),DX)

(-,0) (HH HH2,0) (RELALSE V IF,0)

(-,0) (HH 112,00 AE! (V&) (EH2 NEN) t(+ (-,0),-]4}) (1,0),DX)

(-,0) (HH,HH2,0) (EYL,0) EYC (EYR,0) (2{4},(2,0) S) R AA TH (HH,0)
(-,0} (HH,HH2,0) IY!

(-,0) (HH.HH2.0) IY2 ER (-,0) S (E¥YL,0) EYC! (EYR,0)

(-,0) (HH,0) AAR FLA (= (-,0),-) (P.O)

{-,0) (HH,0) EH2 N ((+ (-,0},-.0) (DR.D)OX) ER IH2I (+ (-,0),-) § (HH,0)
(-,0) (HHLMN2Y) ERY

(-,0) (HH,0) £RY (v (-,0),-{4)) (BO)

(-,0) (HH,0) ERZT (e (-,00,-{A}) (B,0) ER ((+ (-,0),-{4}) (T,0),0X)

(-,0) (HH.0) £H (~ (~,0),-) DR ROW S - T AC ((+ (-,0),-) T,DX) IH3 (¢ (-,0),-} (KO}
(-.0) (HHHH2.0) (EHRIY2,0) ER TH21 S (- 1,00 TH2 (« (-,0),-{41) (K,0)
{(-,0) (HH HI12.0) Y UW 1144 (+ ¢-,00.;) (T.0)

(-,0) (HH,HN2,03 (L3 BRI IV2

-,0) (HHHHZ,0) AlD (LA

(-,0) (HR,0) IHB (2!4:47,0) S)

(-,0) (HH0) 1H3'S - DRER 1V

(-.0Y (HH.0) AA! EL 4 EN (e (,00-00 (D)

(-, CHHLINZ,0) (AWL,0) AWCH (AWR.0)

(-,0) (HHHHE2.0) THZ

(-,0) (HH.HH2,00 UW3 M1 UH (N.DX)

(-,0) (HHLO) (RAGLARZY N G- (-,0),-) (DR,D,0) £R (+ (-,0),-) 1D,0}

(-.0) (HH.0) UH21 NX (« (-,0),-) (G,0} R IV3

(-,0) (HH,0) UH2' N ((+ (-,0),-{43) (T,00.DX)

(-.0) tHH.0) (AYL,0) AYC! (AYR,0) (~ (-0),-) P AA TH [HE S IH6 S (HHK.0)
(-.0) (AYL,0) AYC! (AYR.0)

(-.0) (AYL.0) AYC! (AYR.D) (¢ (-.0),-) (D.0)

(-,0) (AYL,0} AYC! (AYRAYX,0) M

(-.0) (AYL,0) AYC (AYR.0) (s (~,0).-) T.ONY R IH! (& (-.0),-) P (ELAX EL) 1¥
(-,0) (AYL.0) AYC! (AYRC) F TH2 (v (-,0)-) (P.0}

(-,0) (AYL,0) AYC (AYR(O) (~ (-,0).-) SH;, 10} (EVL,0) EVCI (EYR,0) S 1Y (EVL,0) EYC (EYR.0) (AY{,0) AYC (AYRO)

ILLINOIS
IMAGE
IMAGES
IMPRDVIKG
iN
INDUCTIVE
INDUSTRIAL
INREXACT
INFERLNCT
INFERVICEHS
INFERENTIAL
INFCRMATION
INHER} TANCE
JNSARE
INSTITUTE
INTELLICENCE
INTELUIGENTY
INTENSTTY
INTENTJONS

(-,0) IH3 EL3 UKA N (OVL,0) OYCI (OYR,0)

(-,0) EH2 M! iH3 (« (- ,0).-) SH! 8!}

(-,0) EH2 Mt IH3 (+ (-,0),-) SH{.B} IH3 (2:4.,iZ,0: S)

(~,0) JTH3 M (e (-,0).-,0) PI R ([H0) UW' V (IH3, 1Y) NX

(=, 05 (UHU T3, (NDX

(-,0) IHG N (- (-,(1,-,0) (D,0) AAZ (= (-,0),-) T IH2Z V (I.O)

(-,0) THE N (v (-,0),-,0) (D,0) AA2!'S - DR (R} [M2 ELY

(-,0) THS N IH3F (« (-,0),-) (Z{81,(2,0) S) AL ((« (-,0),-14)) (T0},0X)
(-0) N3N FUR HG N S (iH D)

(-0 IB2 N FIR IH6 N S [HA (214;:2,00 S)

(- IB3NT ER2rENn2 N SHEL

(-,00 TH3I N F ER2 M4 LLYLOY EYC (FYR,0; SH THY N

(-,0) TH3 N (el HIH2,0) LHS ERY THD (- (-,00,-) T 1114 N S (HH,Q)

(-0) TH3 N S (EYLO) EYC (EYR,0) (N.DX)

(-C) TH3IN S - T [HA (= (-,00,-) T UWR ((+ (-,0),-i43;) (1,0).0X)
(-,0) IH3 N ((+ (-,0).-) T.DX) EH EL IHG (= (-,0),-) SH 1H3 N S (HH,0)
(-,0) JH3 N ((+ (-,0),-) T.OX) £ EL IHB' (& (-,0),-) SH IH3 N {« (-,0),-) (O,T)
(-,0) IH3 N (- (-.0),-) T £H2I N S JHA (e (-.0),-) T0.0¥ 1Y

(-,0) THS N 4w (~,00,-) T EH2 N SH 1145 N (2{4,.(2.9) S)




INTERACTIVE
INTERESTED
INTERPRCTABLE
INTERPRETIVE
INTERRUPTS
INTERVICW
INTOHATION
INVARIANCE
INVARIANCES
INVESYMENT
INVOCATION
IRV

iS

ISIvT
ISOMERS
ISSAC

1SSUE
ISSUED
ISSUES

7
ITERATION
178

JACK

JANES
JAKUARY
JEAN
JUEIREY
JURPY

JOHN
JOSEH
JOLIRNAL
OURNALS
JUDEA
JUDICIAL
JULy

JUNE

KARL

KEITH

Ki'h

KeyY

KEYS

Klitt

KIND

KINDS

KING

[N
KROWLEDGE
KNOWN
KUGEL

LABS
LAKGIDA
LANGUARGE
LANGUAGES
LARGE

LAST
LATLLY
LATESY
LAURENT

Dicticnary

(-\0) TH3 N (e (-,0),-) DROX) ER AL3 (~ (-,01.-) T IH3 V (F.0)

(-,0) TH3* N ((+ {-,0),-) OR,DX) ER § (- 7,0} 1H3 {« (-,0},-) (D,NH.0)
(-,0) TH7 N ((e (-,01,-3 DROX) ER (+ (-,0),-} (P,0) ER2! ((~ (-,0),-) T,DX) UW4 (¢ :-,9).-{4}) (B,0) EL
(-.0) THS N ({e ¢-,0),+) DR.DX) ERF' (&« (-,00,-,G) P ER ((« (-,0),-) T,OX) IH2 V (F,0)
(-0} IH3 N ({« (-,0),~,Ci DR,DX) ER3! AAZ (+ (-,0),-) S (HH,0)

(-,0) THS N ((« (-,0),-) DR.DX) ER! (V,F} ¥V UW

(-,0) IHS N (= (~.0),-) T UK N! (EYL,0) EYC (EYR.0) SH IHS N

(-.0) IH3 N V EH3 2R 1V (IHA[3),0) N (-0 S (HH,0)

(~0) TH3 N V EH3 ER IV (THA{3}.0) N (-,0) S 1HA (2{4},(2.0) §)
-.0) IHS NV EHA St . K THS N (e (-,0),-[a}) (T 0)

(-.0) TH3 N {-0) V{1} iH8 (~ (-,0),-) (KO) (EYL,0) EYC! (EYR,0) SH IHY N
(-,0) ER2L V (F,0)

(~,0) IH3 (Z{4%(2.00 S)

(-.0) TH3 (2142,(2.0) S) (IHG NEN) ({w (~,00,-{4) (T,00DX)

(-,0) (AVL.0) AYC (AYR,0) S EHE Mt ER (2{4:.(2,0)0 S)

(~.0) (AYL,0) AYCI (AYR,0) (2{4},(2.0i S) IH3 (« (-,0),-{4}} (K,0)
1..0) TH3 SH UW3'S!

¢~,0) TH3 SH UW3EI5] (+ (-,0%,-) (D,0)

(-,0) N3 SH LAWE!B] (Z143,(2,00 )

(-0} THAY (e (~,00,-) (T.0), DX)

(-0 H!3 (e (-,0%,-) T,DX) ER (EVL.0) EYCt (EYR,0) SH IHS N

(-,0) 1HAI (= (-.0),-) S (HH,D)

(v (=,00,-) SH{, 10! AL (= (-,0),-142) (KO

{+ (=,00,-) SH! 10! (EYL,0Y EYC! (CYR,0) M (-.0) (Z(41,(2,0) §)

(e (-00,-) SH! 10T ALAY N ¥ (UH,IK2) (AAG,G) (EH,KY 1Y

(e (-,00,-) SH[, 10! [¥' (N.OX)

(~ (-,0),-) SH, 101 EHI' F R I¥2

(- (+,0),-) SH{, 10} EH CH IV

(¢ (-,0),-) SH,, 10} ARZ (N.DX)

(e (-,0),-) SH;, 10Y OW! 5 T F (HH,0)

fe {-,00,-) SH{,10! ERI N (AAD) EL3

(+ {-,0),-) SHL, 10} ER' W (AA0) ELY (242,00 S)

(- {-,00,-) SH{ 10} UW3! (< (-,0),-) (D,0) 1Y INi2

(e (-,0),-) SH, 1D} UW3: (= (-0 -) (D,0) iH3 SH EL3

(- (-,00,-) SHL 10! AX! : (AYL,0) \YC (AYR.0)

(e (-,01,-) SHL.10} (JHZ Q) LWt (N.OX)

(w (-,00,-) (KO) AAZ EH2 EL3

(e (=,0,-) (KO IVUTH (HHO)

- (=000 (K EH2T (N.OX)

(- (-.01-} (KO iV

(e (0127 KO 1Y § (HH,0)

(e (.01 KD RS EL

(e (=,00,2) (K0 (AVL 0) AYC! (AYR,0) N (- (-.01,-) (D.O)

(e (-,0),-) (KO (AVL,0) AYC AYR.G) N (0.0) (2;4:.42.0) S)

(e (-,00-) K (IHBIYY AR

(-.0) N Ow?

{-.0) N AATELS THE (e (-,0)-) SH12]

(-.0) N OW! (N.DX)

(e (=.0),-) (KO) UWZE e (4,000 6,0} [L

(.00 L AEY (e (-,00,-18%) (B} (Zi8'42,0) 5

- LAE M (= (-0),-) (DO (AILLH)

(-0) U (AAAEAY NX (e (<,04,-,0) WHI THA (o (-,0),-) (ZH (SR, 10},0),SH,10]
(-,00 L (AAALA)Y KX (e (-0),-,0) Wil THZ (~ (-,00-) (ZH (SH{,10},0),58!,10)) I1H71{6,16} (2{8}.(Z,0) S}
(-.0) L AA R (~ (-,0),-) SH (HH.D}

(-0 LALS -14% (TO)

(-,0) L2 (EYLLSY DYC! (EYRO) (m (.00} (T (- 0,00 & 1Y

(-0) L (EYL,0) EYCH (EYR.O) (e (-,00.-14;) (7,00,0%) IH8 S {4} (1,00
(-,0) L AAG ER2' I8 N (v (-,00-} (T.0)

~



LEARNING
{ECTURES
LEE

LENAT
LEONARD
LES

LESSER

LEY

LET'S
LEXICOMETRY
LIGHY

LIKE

LIMIT
LINITED
LINDA

LINE

LINEAR
LINGUISTICS
Lisp

LisT

LISTED
LISTING
LOCATION
LOCATIONS
LOG!C
LOGICAL
LONG
LOSING
LOW
MACHIN
MACHINES
MALRO
MADEL INE
MAGAZIRES
MaI L
MARAGEMENT
MARIPULATING
MANIPULATORS
MANNA
MANTRA
MALY
MAFPING
MARCH
MARKET
MARR
MARSLAND
NMARTELL]
MARYIN
MARY
MASINTER

Dictionsry

(-0) L2 ERT N TH7 NX

€00 L EH ¢ (-5),-) SH, 10} ER (2{41,(2.0) S)

-0 L Iv

(-,0) L AAZI (N,DX) AHZ ((e (-,0).-1%) (T,00.0X)

(00 L AA2 EN'ER ((» (-,0),-) (D.0),DX)

00 L UHat 5 (H1.O)

(-0} L AH! § ER2

(-0} L AH2! ({e (-,32,-{4%) (1,0),0X)

(-,0) L AH! {+ (-.00,-) S (HH,O)

0L EH (v (-,00-)'S TH2! (« (-,00,-) (K,0) AA M UHA (e (-,0),-) DR R IY2
(-,0) L (AYL,0) AYC! (AYR,0) ((+ (-,0),-{43) (1.0),DX)

(-0 L (AYL,0) AYC! (AYR.0) (+ {-,0),-14}) (K,0)

(-,0) L iH M UHA ({e (-,0),-]41) (T,0),DX)

{-,0) L iH M UN4A! (s {-.0).-) (V,0,0), TX) [H& (e (-,0),-} (O,D)
{(-,0) L IHG NI (= (~,0),-,D) (D,0) UHS

(-,0) L (AY(.0} AVCH (AVR.0) (N,DX)

COVL IHI N IY ED

(-.0) L JHI NX (o (-,0),-1 "VH IH S - ¥ IH3 (e (-,0),-) 5 (HH,0)
(-0 L IHG' S - (P

(-,0) L IHE' (Z{4L12.0) S) (- (T.0),0)

(~0) L IH6! S - T (IX,IH&) (+ {~,0),-} (0,DH,0)

{-.0) L UHA'S - T GH3IV) NX

{(~.0) L OW3 (e (-,0),-) (K0 (EYL,0) EYCi (EVR,Q) SH IH5 N

(-, 00 L OW3Z (+ (-,0),-) (K.O) (EYL,0) EYCH (EVR,0) SH 1HH5 N (2{41(Z00 S?
{-0) L AD (= {-,00,-) SHI'R* TH3 (= (-.0),-74") (KO

(~,0) L AQ (- (-,00,-7 SHILRS TH3 (e (-,00,-) (KO EL

(~,0) LZ OWAt NX

(-,0) L UNWTI (214.:(2.0) S) (IH3.1Y) NX

-0 i oW

(-,0) M THS SH Y (N,DX)

(-, 00 M §it% SHY IV N (214,.(2.0) S)

(-, 00 M AL (e (-0)-) (KOY R OW

(-,0) M AL (o (-,0),-) (D,050X) AH EL 115 (N.DX)

(<00 M ALY (e (-,0),2) (6,00 THA (214'(2.0) S: iV N (Z;6,(Z2,0) S)
(-,00 M (EV],0) EYC! (EYR.0) (m (-,0),-{81) (K0

(-0 M ALY (DX,N) EH2I SHLBT M EH2 N (1o (-,0%-181) (T,00.050
(-,0) M 515 N TH3 (e (-,0),-) P Y UH2 L (EVL.0) EYC! (EYR,0) ((« (-,0),-) T,DX) (IH3,1¥) NX
(-,0) M TH5 N TH3 (- (-,00-) P Y UWZ L (EYL,O) ZYC' (EYR.0) ((« (-,0),-) T,DX) ER (Z{41L(Z,0} S}
(-0) M AALV AA

(-,0) M AQ NI (« {~,0),-) DR R iH2

(-.0) M (ER2,UHD) (N,DX) IV

(-,0) M ALS (+ (-,0),-) P (JHZ.iY) NX

(-.0) M AAI R (s (-,0),-) SH (HH,0)

(-,0) M AA2 ERZ (v (-,0%-) (K,0) iH3 (e (-,0),-182) (T,00,DX)
(-.0) M AAIER2

(-0 M AQ ER (Z2{42(2,00 S) L UHGY N (- {-,01,-,0) (O.0)

(-,0) M ER2! (& (-,0).-) T ELY iV2

(-.0) M AA RV TH (NOX)

(-,0) M A[Z ER IVZ

(-,0) M UHA G EH2' N (= (-,0),-) T,DX) ER

MASSACHUSETTS (-,0) M ATS S THS (e (-.00.-) SHLBY W3 § [18 (« {-.C),-) S (HHO)

MATCHING
MAY
MOCARTHY
MCCORDUCK
MCOLRMOTT
ME
MEANIING

G0 M AL (- (-,0),-) SHLLIGH THS NX

-0 MA(EVYLO) EYC EYR!

(-,0) M AAY (o (-,0),-) (KOY AAZ ERDZ THIY

(-0) M (= (-,0),-) {K0) AAQLER ((~ - 0)~) BOX) iH8 (=« (-,0),-{4}) (KO)
(-,0) M TH3 (e (-,0),-) DR ER M EHG {~ (-,02,-) (T,0)

(-, 0) M IV1

(-,0) M ¥ NI (IH3,TY) NX
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MEARNS

ME DAL
MEEVING
MEETINGS
ME{ 1 ZER
MEMORIES
MEMORY
MERTION
MENTIONED
MENTICNING
MENTIONS
MERL
MERLIS

D:icticnarzy

(-0) M IV N (2!82(2,0) S)

(-0 M EH ((e (~,0),-) (D.O,0X) THZ (¢ (-,0),-141) (K,0) EL
(+0) M IVI (e (-,00,-) T,0X) THT NX

(-0) M 1Vi ((« (-,00,-) T.0X) TH7 NX (2, . 1.8»

(-.0) M AAZ EL3' (v (-,0),-) S ER

(-,0) M EH21 M (OWA,0) (RER?) Y2 (Z(5.00,8)

(-,0) M EH2! M (OW4,0) (RERD) IYZ

(-.0) M (EH2,1H) N! (e (-,0),-.0) SH, 10} INS N

(-,0) M (EH2,IKY NI (+ (-,0),-,0) SH{,10} IH5 N ({e (-,0),-{&}) (D,0),DX)
(-,0) M (EH2,IH) N (& (-,0),-.0) SH IH5' N (IN3,1¥) NX
(-,0) M (EH2,IH) N! (v (-,0),-,0) SH IH3 N (Z[44,(Z.0) $)
(=,0) i EH2UN V (AX,11H7)

(-,0) MEH2IN V¥ 1K7 (2]83420) )

META-SYMBOLIC ¢-,0) M EH ((+ (-.0),-) T,0X} IH3 § IHSF M ({« ¢-,0),-{4}} (B,0),B) AG! EL IH3 (« (-,0).-[4}) (X0)
MEYAMATHEMATICS (-,0) M EH ((« (-,0),-) T,DX) IH5 M AF TH AH2 M! AES ({+ (-,0),-) T,DX) IH3 (~ (-,01,-) 5 (HH.0)

METHODS
MICHALL
MICHALSKE
MICHIE
MIXE
MINHJIAL
MINKER
MINSKY
MITCHELL
MU ISP

ML ISP2
MODEL
MODLLING
MODCLS
MONITOR
MONKEY
MONTH
MONTHS
MORE
MOST
MOSTOW
MOTION
MOVE
MOVEMERNTS
MOV S
MINLTILEV L
MINTIPROCLSS
MLISIC
MLIST
MNVSELF
NAGE(
NAGH WEHBER
NATICNAL
NATURAL
NEYVS
NETWORK
NETWORKS
NEURAL
NEW
NEWUORN
NEVWCOMER
NEWELL
NEWEST

(-,0) M EH2 TH [HA (e (-,0).-) S (HH,0}

(-,0) M (AYL,0) AYC! (AYR,0) (« {-,0),-) (KO EL

(-,0) M IH (« (-,0),-) (KL ADVEL S - (K0) 1Y

(-,0) M IH2! (« (-,0),-) SH{ B} 1Y

(-,0) M (AYL,0} AYCH (AYR,0) (+~ (-,0),-14)) (KO}

(~,0) M 143 N THI he EL2

(-,0) M TH2T NX (e . -0),-) (K,O0) ERZ

O MIHINS - (KO) V!

(-,0) M IH3 {« (-,0),-) SH},i0} EL3

O EHAM(-0)LIHG' G - (P.0)

(-,0) EHA M (-,0) L THG'S - T TH2 UW (UW2,0)

(-,.0) M AAL {(+ (-,0),-) D,DX) EL2

(-,00 M AAI((« (-,0),-) D,DX) EL (IH3TY) NX

(-,0) Ml (AQAA) ((~ (- 0),-) D.DX) EL3 (2/4},i2,00 S)
(-,0) M AA N UH ((« (-,0),+) T.OX) (EH,G) ER

(-,0) (MM L2 AN (- (-,0),-) (K.Y 1Y

(-.0) M (AALLIH2Y N (e (-,00,-,0) TH (KiL,0)

(-,0) M [AALLIH2Y) N (e (-,0),-,0) (T,0,Tti) S (k4,0)
(-,0) M AANI FR2

(-, 0) MDWIS -{A:(T,0)

-0y M AA S - T (AWL.0) AWC! (AWR,0)

-0 MOW SH IHS N

(-.0) M W21 V (i-,0)

- 0) MUW2 V M EN2 N (- (-,0),-) S (HH,0)

M MUW2 VY (2:4.(20)$)

LOY M ELZ (= (0,40 (TOODX) IY L EH VI EL
(<, (1) M OWE EL2 ((e (+,0),-:4) (T,00.DX) IV! (e (-,0),-) (P RPR (R,0)) AD S [H? S (HH,0)
(-,0) M (Y.O) [Y 114 (214, (2.0) S) HA (e (-,0),-:8]) (KO)
(-.0) M UH2' § -4 (T0)

(-.0) M (AYLO) AYC (AYR,0) S A2 EL F (KN )

(-,00 N (CLYL,0) CYCH LEYR,0) (o {-00,-7 (G,0) EL

C,0) N ALK SHW EHI (- (-,00,-{47) (B,0) ER
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SIKE (SSY
SINON
SINMULATION

SINCE

SIX
SIXTEEN
SIXTY

S12¢
SLAGLE
SLOwW

SMC

SMITH
SHARING
SO

SOBEL
SOFTWARE
SOLOWAY
SOLUTIONS
SOLVING
SOMY.
SOMETHING
SOMEWHERE,
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SORTS
SOURCtS
SPACE
SPANNING
SpLEsh
SPLLD
SPROULL
SR1I
STANIORD
STATE
STERED
STevi
STOCHASTIC
STOCK
ST0P
STORAGL
STORLD
STOR!ES
STORY
STRUCTURCL
STRUCTURED
STRUCTURLS
STUDIES
SUBJLCT
SUBJECTS
SUBPROBLEIAS
SURSELEDT
SURSYSTEM
SUMFX
SUMMARIES
SUMMARY
SUNG
SUNSHINE

Dwticnery
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(-0 S - (P,Q) 1Y (- (-,0)-) SH (HK0)
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(-.01S - (P RPR (RUN AD L3

(-.0) £ S AA2 ER2 (AYL,0) AVC: (AVR,0)
-S-TALS NF ER (- -,0)-) <O,O)

-, 0'S - THEYL0) EYC! (EYR0) (e (- 00~(81) (T00.DX)
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(-.0; S AN (e (-.G2,-14 - (BG) S AX EL DM ((« (-0 -1a0 (T,00.0X)
(-.0) S UHY (+ (-,00,-]6,, (£,0) 8 TH4' S - T (iHG MEM)
(-,0) S UB2I M EH2 (¢« {-,0),-) S (HH,0)

(-,00 S UHA MR IVZ (2142(2.0) S)

(-,0) S LHa WM R IV2

(-,0) § UBA- WX

(-.00 S LH2 N SH (AYL.0) AYC (AYR.0) (NOX)
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SURNOTES (-,0) S{IH0) ER N OWZ DW (o (-0),-) S (KR DY

SURVLY COVSERV GYLO EYTH YR D)
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Appendix 111-C-1. Al Retrieval Language Grammar: AIXF

<SUTTERANCE> « | <§SENTENCEL> )
<$A> « THE
A
Al
<$ACQUIRC» » HAVE
St
KNOW
GEY
<SAITILIATIONS « cAGCREGS/Ss
<AFFILIATION/SGS
<ADDR[GG/S> « ADDRESHES
ADDRESH
<ATFILIATION/S> « AFTILIATIONS
AFTTLIATION
<$Al> = Al
ARTIFICIAL IN €LLIGENCE
<§ALS0 - « ALSO
i AGOITION
<SALSONMER [TONITCPICS> - ~EMENTION> <$TOPICS>
<SMFRIION> <STOPICS> <$ALSOS
<SALSO> ~SMENTION> «§TOPICSS
<SMENTION- = CITE
REFLNR Q
<8 4RCi>
<DISTUSS/S>
CONCERN
CONYAIN THE PHRASE
DESCRIBE
RELATL 70
ASHANE> CSMERTIONLDGMAVES
CONSIDLR
<MrRTION/S >
<$TOPICS.. » STOPICS
<STOPIC> <§CONJUNCTION> <§TOPICS
<GALWAYS. « ALWAYS
USHALLY
REGULAILY
<SANYIHOOATUIECES « <BPIECES]>
<SCONEVHING
<QOSOMEL «$PItCESE>
<QPIECEST> « <STORV/S>
<ARTIC. t /8>
<BOOK/S>
CEAEL G
<ABSTRACT /S
<PRCCELDING/S>
<HIDEDT/S>
<JSSuUt /o>
<JOURNAL/S,
NCTES
<RIVIEW/G>
<VOLUME/S>
PIECE
<SURVEY/S>
<SUMMARY/S
TECHNICAL PAPERS




D - e T a TR Oaasl i i PR DN IS TENE 3 TR i Ay e

AIXF

<$PIECEST 2, = <STORY/S 2>

<ARTICLE/S 25

<BOOr/S 2>

<PAPER/S 2>

<ABSTRACT/S 2>

<PROCLEDING/S 2>

<REPORT/S 2>

<ISSUE/S 2>

<JOURNAL/S 2>

NOTES

<REVIEW/S 2>

<VOILUME/S 2>

FIECE

<SURVEY/S 2>

<SUMMNARY/S 2>

TECHNICAL PAPERS
<$SOMETHING. - ANYTHING

SOMETHING

EVERY THING
<$SOMEIS « ¢GA>

<$SOME>
<$ANYIPIECTS~ « <SPIECESS

<SSOMEIBIECESS

<SSOMF 1> OF THE <$PIECES>

<SSOMETHING. <§RFCENT>
<$PIECESS « <SPIECESY>

<$DATE> <§PIECES]>

<SPIECES > <SWHENIDATE>

<SPIECFS 1> <SWRITTENL> <SWHENIDATE>

<SRLCINT> <$PIECESE>
<SSOMEBIFCES S « <SSOMETYHING>

<§A. <SPIECFES>

<SSOME 1> <STHATIN|ECE 4>

<$SOME 1> <$PIECESS
<$S50Mi 1> » ALL

MANY

ANV

ANY MORL

MORE

SOME

ALCTHER

SONE MORC
<$RECENT> - LATEST

RECENT

NEwW

CURRIWT
<SANV'SOURCEWPIECES~ « ~§SOURCEPIECESS

3 <SSOMEY> <§SCURCEPIECESS

. <SSOMFEI> <§RECENT> ~SSOURCE:PIECESHRECENT >
"4 <SSOME ~ <§PIECES> <$FROM> <$SOURCE>

<SRIECTNT> <$SOURCEPIECESTRECENT>
_— <SPIECHS~ <§FROM> <§SOURCES
] <SSOURCEPIECHS . « ~SCONFERENCE S
<§SOURCE> «$PIECESY 2>
<PROGCEFDIRNG/S> «§TROM> «SA, <§CONFERERCES
<SCONFFRENCES <$PIECES] 2>
<SPIECES> «§FROM > <§SOURCES
<$SOUKCEIPIECESARICENT> o <§CONFFRENCE>
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AIXF

<§SOURCT > 3PIECEST 2.~
<PRGCEEDING/S> <$TROM> <$A> <$CONFERLNCE>
<SCONIERUNCE S <$PIECEST 2>
- <$ARTICLEII JTLE> « HIUMAN PROBLLIM SOLVING
= THOUGHT AND LANGUAGE
: <$ASKs> + ASK
REQUEST
3 DEMAND
SAY
. <$ALTHORS >« <SAUTHORS >
L <SAUTHORS 1> <§CONJUNCTION> «$AUTHORS >
- <$AUTHORS 1> « REDDY
DRLVYFUS
ANN RUBIN
ANTHORY MARTELL]
BERNARD 1At LTZER
BERT RAPHALL
BONNIE NASH-AVEBBER
CHRISTOPHLR RIESBECK
CHUCK RIEGER
DAVE RUMF(HART
i DAVID MARR
g DAVID MICHIE
DICK S{ITZER
DONALC NORMAN
DOUG LENAT
OREW MUDERMGTT
- EARL. HUNT
EARL SACERDOTI
ED RISEMAN
ELLICT SOLOWAY
- B ERIK SARDEWALL
- EUIGENY. CHARNIAK
GARY HENDRIX
GEORGL ERNST
) HEHBERT 81 0CK
‘4 HILARY PUTNALA
3 HLIGH NAGEL
E IRV SOULL
4 JACK KAINKER
JACK MOSTOW
JALLG SLAGHE
JLAN SANGGE Y
JUFIREY ULl 1ARGe
JOMN GASCHNIG
. JOHN MECARTHY
JOMN NEWCOMI R
' JOSEPH WLIZENBAUM
JUDEA PLARI
KAR{ PINGLT
KELITH PRICE
4 KEN RALTTON
3 KING SUNG FU
LAURENT SIKLOSSY
LINDA MASINTER
LES EARNEST
MADELINE BATES
MARY NEWBORN
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SuthLh L

MARY SHAW

MIKE RYCHENER
MITCHELL NEWLY
NORI SUIZLIK]
PAM[{ A MCCORDLCK
PAT WINSTON
PLRRY THORNDYKE
PLTLR KUGEL
RANAIY BANER ]
RAYMOND SPROULL
RICH FIKLS

RICH SNITH
RICHARD MICHALSKI
RICHARD WALDINGER
ROBERY REITER
ROGER SCHANK
RON OHLANDLR
SCOTT MALMAN
SEVMOUR PAPERT
STEVE RELD
STEVE COLES
STEVE ZUCKER
TED SHORTLIFFE
THOMNAS MARSLAND
THOMAS SYKES
VIC LESSER
WALLY RHCMHERG
W0OODY BLFNSOE
YORICK WILKS
Z0HAR MARNSA
SIMON

NEWE(L

w0O0DS

HOLLARD
ROSENFELD
FLIGENBALUM
FLLOMAN
NILGGON

UMR

WINOGRAD
MINSKY

ALLEN COLLIIS
ALLTH NEWELL
AZRIEL KOSENFELD
1Ll WOoDs
BRUCL BUCHARAN
CAKL BEWITT
DANNY BOBROW
£ FEIGENBALIM
GIPS

HANRS BCRIINER
HARRY BAn 'OW
HERI? SIMON
1SSAC ASIMOV
STRAY FELOMAN
JOHNR HOLLAND
KEN COLBY

LEF ERMAN
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AIXF

LEONARD iR
MARVIN MINSKY
MICHACL ARBIR
NILS NILGSON
RAJ REDDY
RICK HAYES-ROTH
TERRY W/ INOGRAD
<SCONIINCTION> « ARD
NOT
oR
BUT KOT
ARD NOT
OR NOT
<$AUTHORSIDATE> = cAUTHOR/SS AND <DATE/S>
<DAI(/S> AND <AUTHOR/S>
<AUTHOR/S> « AUTHORS
AUTHOR
<DATE/S> « DATES
DATC
<$BE> » «GOF 1>
<$HAVE> BEEN
<SBEI) - <SﬁF[PRES)>
<SBE[PAST)>
<SHAVE> « HAVE
HAS
<HAPPEK/S> « HAPPEN
<$BEi> + <SBE>
<SBE1> NOT
ISW'T
ARLNT
WASKT
WEREN'T
<$BEITOPICSIMERTIONEDS « <SHAVE'> «$TOPICS> BEEN <SMENTIONED{PP)> <§SOMEWHERE>
<SAFL. <§TORICSS <SMELTIONED[FP>
<SHAVE! §TOPICSS BELh «CMPNTIONED[PP]>
<§DO0 > <§TOPICSs GET «§MFNTIONID{PP)s <§SOMEWRERE>
<EDO0I> «§TONICS> GEY <$MPhTIGNID{PP}>
<PHAV(L, + <SUAVES
HAVINW'T
<§HAVE> NOT
HASIY
<SMIRTICNLDIPP]> » §CITED>
DISCUSSED
MENIGNED
CONSIDERID
<SWHRITTENS AROUT
<§SOMEV/IEHE S « [N <SANVRIECES~
SOMEWIHE R
ARNVWIE R
AT AlL
<SSOMEWIKERL 2> » IN <SANY'PIECESS
SOMEV/I4ERE
ANYWHERE
AT ALL
<{D0's - <6DO>
<SDON'T >
<SBE{PRLS)> - IS
ARE
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<$BE{PAST)> » WAS
WERE
<$BE{(HERE]> « <$BF'>
<$00'> <SHEARSAY > HAVE
<SRFITHERES
<$HEARSAY> « YOU
THE DATA BANK
THE DATA BASE
HEARSAY
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<GCONTAIN> = <CONTAIN/S>
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<CONTAIN/S> « CONTAINS
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<SGIVE> <§ME>
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INTERACYIVE KNOWLEDGE SYSTEMS
COGNITIVE SCIENCE
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FEBRUARY
MARCH
APRIL
JUNE
JuLy
AUGUST
SEPTENMBER
OCTOBEN
NOVEMKER
DECEMHER
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THE <REFIEHERCL/S> <SFROM> <§THATIPIECES>

<SANYIPIECESS ~SCIiTED> <§IN> <§THATPIECES
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<SWIHICH> «¢SMENTIONS
<$WHATIS, « WHAT'S

WHAT - SBTTPRIG)>
<3SOME~ « =CSONE ]S

<§GOME 1> OF THE
<SHOWITHANYAL THORS S o «SHOWIANY > <AUTHOR/S>
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MYSELE
OURSELVES
ALL <RETRIEVAL/S>
CEWHERIDATE > « THIS YEAR
LAST YEAR
SINCE LAST YEAR
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<STORY /S « STORIES
STORY
<ARTICLE/S> = ARTICLES
ARTICLE
<BOOK/S> « BOOKS
BOOK
<PAPERIS « DAPERS
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<AGSTRACT/G . « ABSTRACTS
ARSTRACY
<PROCEI DIRG/S> « PROCLENINGS
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<REPORY/S> « REPORTS
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JOURNAL
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<iSSUE/S 2> « ISSUES
18SLE
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JOURNAL
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SURVEY
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CEHOW MARY DI Cr €0 cQHAVE S §ALTHORS > <SWRITTEN> <«§WaENUETS
SSQUERYIAUTHETTOPICS - wWHO NWROTE SANVNGDATOHIECES >
SQUULRTORIC . 3V RITTENY S <SAUTHINISS
<SHOWTIANINGTHIRG - <M WIiGN > v.STOFiCS)
AGULHYIALUTHGR . «SRIMODICS~
WHD «SHAVES SWHITTEN> «SRIOPICSS
<SCLIRYITONIO S ¢ «§RIVOPICS MR T4CNED >
VAT ABOLUT «STOPICSS
<SSO SANYIPITTESS SWHITTEN SRETOPICS>
SULPAGT ) (73708 WOITTEN U SACENTLY >
SOHI{THURE P NPEC .Sy «CRETOPCS~ <ALSU s RETOPICS>
WHEN G0 PART Y 4701008 LAST <§MeNTIONID>
GEOMEPITCES ~LRINOPIUSS
<SHOW MAINVIF(ECLS > «JMENTICN> ~§1OPICS~




s

i

2

AIXF

<SWHAT'SORTSIOF > «§TOPICSs <$5E> <SWRITTENS
MHEN <§0E L. ~(TOPICSS <§LAGT> <§MENTIONED[PR)>
<SHOWINNARY IPIECE S «§RETGPICS <§ALSOMENTIONITORCS >
WHEt «§BEMOPICSIMINTIONEDS
<SBENOPICSMERNTIONED> <SSOMFWIEKE 2>
<SBETOPICSIMERTIONED> <$SOMEWHFRE 2> «§RICENTLYS
<SHAVEL. <SARY-PIECES> <§RITONICS~ BEEN «PWRITTEN>
<SBR{THERT JANY PIECESS <¢RETOPICSS
<SBETOPICSHAE NITGNEDS> <CIN> <SANVIPIECESS
<SSHAVL <SRRI ICESS APPEARID <§WHICH> <§MENTION> <§TOPICS>
<SHOVUARKY IPIECES 25 «FRITOPICSS <$BF > ThHiHT
<SHOWRALKNIPIECES 2 <ERETOPICSs <§RE> <§WRITTENS
<§DO'> <SANVIPTECHSS <§RIMOPICSs [Xi8T
<$QUEKY:CITATION> » <SHOWILUGINTIICES> «$CITES <SAUTHORS>
<SBE> <SAUTHORS S <SMINTIGNEDIPP > <SSOMEWIlERE >
<SWHAW/HICH> <§PITCEST> <SWRITTEN'HY> <SAUTHORS> «$BE> <$CITED>
<SOBL[THERY PARVIPIECES <3 WHICris <SMENTION> <SANV'RIECES> <$WRITTENBY> <$AUTHORS>
<BBEL. <GALTHORS . <SCITED> «§iN> <SANVINODATEPISCES> <$WRITTENT > <$WHENIDATE >
<SHAVIL SQARYWIECES> <$CITED> <SAUTHORS>
<SHAVE. SAUTHORS~ BCEL «§CiT{0> <«§iN> <§ANVIPIECES>
<SWHICiI> « WHO
WHICH
THAT
<SQUERYIWUHERE-CONFERI G > v <QUDW MY~ «CONFERTILCE/S> <§BE[PAST)> <SWHERES
<SHT{TRHEREY> <SSOME <CONFEGENCE/SS> <§WHERE S
<$QUEHRY'DATE > « ~GHOWILIINY S <QPIECESTS <§REPAST]> <SWRITTENT> <§WHENDATES
SWHATWHICHS «3RFG THE <SNEWEST> <SWIITTENIBY > <§AUTHORS »
<SOCIVHE U S « LARNSODATIHECES s «§WHENIDATL >
SGIMMES ARVHIODATLPIECES S «SWHRITTENT > <§WHENIDATE>
<SQUERYDATOQFARTICLE'HITLES « WiHEN WAS <SARTICLEN TIiE> <§WRITTEN]>
<SOULRY-LASTBYALTHOR » « WHEN WAS THE (ASY SPIECFSi> ~SWRITTENBY> <§AUTHORS > <§WRITTENI >
<QQUERY:NeWLESTHORICS - < GPROVID(> THE <SNEWEST> «§RT:ICPICSS
<SQUERYREHI RELNCTEOOIECE ~ « 2GHOWIAWNYIPIECESS <§CITE> <STHATPPIECE 3>
<SQUERY'SGURCE> = <SBEL{THIRT PANY'PICCeSs <$FROM> <$SOURCE2>
<SOOSIME s <SCONRFERENTE> PUBLIGH PROCEEDTHGS
<SQUERYV'SOURCEAUTHIR + + <GidWALVISOURCEPIECESS CONTAINID <§aNVPIECES> <§WRITTENBY > <§AUTHORS >
<A QWNARKY SOURCEWITECES S «§CONTAIN> WINOGIRAD'S ARTICLE
DIO «€AUTHONRS~ PRIGENT <CARYYODATONIECESS AT <SCONFENFNCE3S
D310 «CWUTHORS S PRIGENT « CALYNOSATUNIECESS AT «STONFERERCES > <GWHEN'CATE>
<SQUERY-S50URCEWCITAY ON> » <SHDWIARAY SIURCEIECES S 40T T8> <$AUITHORS
<SQUEKRY:SC WRTODATE> + 1D «$SOURCH 2> PUBLISH <SSOMETHIAG <$WHEN-DATE>
<SBEV M nd - «CARNISCURTEPIECTSS <SWRENDAT] »
<HPQUERYISS 1 CEWEFE YT . - G 3iE s «§ANY'SOURCENIECESS «§CITED> BY <JAUTHORS >
<RULEEVSUUMCETONI ML - cSRIA N o ANTPIECES: <$T30Ms <$50URCEZ> <§RETOPICS >
CiD ANYONE CUELTTR RTTOMCSS IN ¢s80URCE? >
SIRNHARL SO LT TITCES M NTIGN s 2$TCRICS
CIOFETTPICS M ELERED L N WTOURED?>
<SOUERY HLULIURCE s - L GWHEATBES Tt <TITUL/S, <3780Ms <§50uRC2>
FEPRGVIDN - (5 S Ty §TEOMs <CROURCEDI kS
QU DICLLATL s ¢ eGiDW ARRY S 3 e CES L. <§WHENDATE > <OMENTIONED> <§TOPICS>
CRULATL! S, « R
= NICS
<Gal iy~ - LCON alB s
St DLSIATTME L.
<Cdut RY -
ETATIM T

<SSTATLN RIS o o SOIMME S {WHATS
Trol S~y SR 0PS



AIXF

<SSELICTIGNS « CAWHATHSS <$SOMPL JMENDMENU> <§FRCM> <§SUPER'WIRU>
<SIHIL INTERESTED iN « $RULPERMIE ilS>
<SWHATWHICH «SMi BUMiTd> «SBE{PRIS)> RELATLO TO <SWHATIMENUS>
<SHBE> ONLY INTERESTYED [V <SPIECEST> <$RE> <$WHATIMENU>
THE «SMERUMIE N> <SI'M INTERLSTED IN <SBZ(PRLS]> <§WHATMENUS>
<STMS TRTIRESTED IN <SWHATHAERUS>
<SCHOOSE S <§FROMS <SWHATMLLU>
<SWHATN Wids « <SSUPLR'MENRY:-
<SARNIPTECESS «$RES «3SUPERIMERL>
<SWHATIMERL > <SCONJMINCTION> <§WHATIMERU>
<$STUMANRTICNETS> « ~CUROERSTANDINGS
SEMARTIC NETWORKS
A SEMANTIC NETWORK
SERIANTIC KETS
<SUNDIRSTANDING » « nf ARSAY
LAWGUAGE UNDERSTANDING
NATURAL LANGUAGE
ENGLISH
NATURAL LANGUAGE UNDERSTANDING
SPEEGH UNDIRSTARNDING
SYini AX
<SSTNTENCE~S « <SCONTENTSIMENL]>
<SG TNFOS
<SHRIPE .
SHITE
<SLIST L M
<SMAKET{LE ~
<SNO>
<SPRUNLWIST
<SREQUEST >
<SSt CTION >
<SVES>
<§STOMLISTING>
<$YES> « YIS
(41,4
SURL
<SSTOPUISTING> = §Th4s (3FINISHED>
NO NMORL
<SI'Vi~ <§TINISHE D
<§STOP» «50107NG>
CSSTOP, Thi <30131iNG>
<SSENTENCEL> o <SSENTENCES
<EPOLITENESSS «§SENTENCE S
CESTNTENCE > «§T0LiTENESSS
STHATMIECE A « <§THATS «§PiECES )
<STHE IS
<§SORTS> ¢ <SORT/S~
<KINU/5»
cTYPES
«VAKItTY/S>
<SORT/S> « SORTS
SORT
<IN/ Gs - KINDS
RIND
<IYDS. - TYPIS
<VARIETY/S> - VARILTY
<TRANSACTICH/S> « TRANSACTIONS
TRANSACYION




AIXF

<§STOP> . STOP
CEASE
TERMINATE
2 KILL
4 FINISH
Qu!T
<STHAT - = THIS
THAT
THESE
) THOSE
- d <§THESK~ » §7
Y. <§THAT>
THEY
EACH
<STHATIDIECE2S « <STHAT> <§PIECES]>
<$THATS <ONE/S»>
<$THEMN « <§THATS>

- THEM
'8 <STIMESIRCES » TIME
g SPACE

TiME <SCONJUNCTJON> SPACE
SPACE <§CONJURCTION> TIME
<§TOPIC~ « <$Al>
3 PROBLEM SOLVING
k" G!rs
R k. <SCHESS~
<$i CARNINGS
. 3 INFERENCE
: B <§SEMANTICNETS >
- CVLIRNETICS
- COMPUTATIONAL LINCUISTICS
PSVLHNLOGY
. 3 CONTROL
_ 4 ADAPIATION
INTERACYIVE DESIGN
DESIGN
¥, AUTOMATIC PREGRAMMING
: HYPOTHLSIS F GRMATION
1 DEDUCTIVE RETRIEVAL
GEOMEYRIC MOTELING
INT_RACTIVE KNCWLLDGE SYSTEMS
3 KL OWLLOGE SYSTEMS
£ COGNITiVE SCICNCE
’ COGN:IION
3 AUTOME 10N
.5 DATA STikRGCTUR "
FORMAL SERMANTICS
A TASIL ONIENTED DIALOGUE
THL FECH- ]I CHE XS PROGRAM
SYNTHULIS OF (187 DRAWINGS
TECLOLOGICAL REASONING
; TEMPORAL SCENE ANALYS:S
E TEXTURL ANALYSIS
- A THALMATLURGICY
: SHAPE TOPD! OGY
THRED CINENSIONAL MODELS

; TADNL, AL T
A TITOR OR TUTCRINZ O TV

THE WEAK LOGIC OF PROGRAMS




Teil DATLS OF Tht WORLD COMPLITER CHESS CONFERENCE
NEWSLL VTR REFURTERS

Ot GF LGCATIANS AND MOVIMENIS [N NATURAL IMAGES
PARALLEL SN 1K PRHOJLEYA SGVIRG

Tiik PERIDRMARL OF PATTIRN MATCHING RULES

A PROGRAM SYRIHESIZER FOR NLTWORK PROTOCOLS

A PROGRAMMING AVPRUNTICE

A PROF CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS
A RADIC INTERVILW ON SCITNCE FICTION

A VINE DOMAIN ANALVZER

INVARIARCES 1IN THE FERCEPTION OF FACES

THE LOCATION OF COJECTS ik IMAGAZINES

THE LOGICAL REDUCTION OF LiSP DATA BASES

DATA RASES

A LOSING MOVE

MACHINE INTELUIGENCE IN MIDICAL DIAGNOSIS
MARAGTNENT 1xF ORMATION SYSTEMS

OB G MNivIPULATING ROBOTS

AUTOMATIC MALTRA GENERATION

SYMBOL KMAPPING IN BASLRALL

THE STOCK MARKET

THE META-SYIMBEOLIC SINDLAT. AN OF MULTIPROTESS SOFTWARE
THE MeTAMATEENATICS OF Mi "P OR MLISP2

MINTLIAL SPANNING FORLSTS OR TREES

MOTION IN SCERE DESCRIPTION

A MRUITIHIVEL CRGANIZATICS

THE NOMINATION OF NOMINTES XY A NATJONAL NOMINATING COMM
NONDETERMINISTIC PROSGRAKIMING

MACRD PROCESSING FOR AN ON-(E NEWSLETTER

Tt ONTOGLRY OF NOX-iivDEPTRDINT SUBPROBLEMS
OPERATICNAL REASTONING

LANGUAGE PARAPLRASE

ONTIMAL PROBIE K SOLVING STARCH

OPTILIZFD CODY FOR TRE TRANSHER CF TOMMENTY

A PACKIT BASLEO A'EROALH TC NETWORK COMMINICATION
Tl cARRY SINIATION OF PARANOIA

LUINCAR LENICCMETRY

MEANS TER COMPLTIR MOV IS

LOW ORDIHAS UF R{COGK;TION FLKIOAMANCL

ATV REDERTER

A THPORIIA PROVI R v AWNING FOR PROGRESS

Teil STRUGC-URT OF ANY VAREVTY CF COMPLTER TERMINAL
A CALYMDRTOR

A COMMOR SENSE ALGORITHM

AUODLISITION OF KENOWLILUGE

ALTIVE KNOWHELGE

CVEOIC AL ACYGHIC T150Me B8

ADATYIVE PROCGCTIGN SY5Tds

PRODUCTION LY TN

AQVISING POYSICIANT

ALGERRAGC RUDLCYICN

ALLOL

ALi-O¥. NONL SOLUTIONS

AN ADAPTIVE NATURAL VANGUAGE SYSTEM
AN ACGELGE Y ROTQT

Ak AN ICNATIC SUeTind

ARALOGY il PROBLLM SC.VING

1
H

T

b
H

3

3

AlXF




Alxe

ANALYGIS OF CONTEXT

CONTEXT

ARNALVGIS OF STRTENCES
ASSIMILATION GF NEW INFORMATION
ALUGMERTELD TRANSITION RETWORKS
AUTOMATED DEDUCTION

DEDUCTICN

AUTOMAGIC CODING

AUTOMAT iC COMBPHTAT{ON
ALTOIMATIC PROGRAM SYNTHLESIS FROM EXAMPLE PROBLEMS
AUTOMATIC PROGRAM WRITING
AUTOMATIC NPRCOF OF CORRLCTNESS
AUTOMATC THIORENM PROVING
AXiCHATIC STMANTICS
BAUKGAMM N

BLUTIES SYSTEMS

BINDINGS

BiOMEDICNE

BRAIN Tin GRY

BUSINESS PROBLUM 50LVIRG
CARIQGRARPIY

CAGL 5vSTHtas

CALIBAL REASONING

CHICKING PREOIS

ChESS PLAYING PROGRAMS

CIHCUIT ARALYDIS

COGRITIVE ROBOTIC SYSTEMS
COMMION GEHSE

COMAMALN SFRSE THEQRY FORMATION
COMPLI X WAVEFORMS

COMIPIITER ARY

COMPUTER BASED CONSULTATIONS
COMDLTER CONIROLLED MANIPLLATORS
COMPUTER SRAPRICS

COMPLTER MISIC

COMBITER VISION

CONCEPILIAL DISCRIPTIONS
COMCEPTUAL WFERI NG

CONCEN T OViKIAYS

CONATRAGNT SATISTACTIUN
COMSTRUCTING PROSRANMS FROM EXAMPLLS
CONSIRUCIUN GF PROGRAMS
CONTINUQLS PROCLSSES

COORI RATING SOUREIS CF KNOWLLDGE
COVY NG 1137 STRUCTURES

CilRvia G in

DAL RAGT L OR [RTERACTHIVE OESIGN
DECIGION T+ ORY

Tet DEduliav AT INGCR
JENCTATIONALD S0 NANTICS

DLt A PLRCEPTION

DIRIVATION PLANT

DESIGN ALITOMATION

DESIGH IN Tht ARYG

CLTECTIC OF LiGHT SOURIES
DI A TERMNALS

ORALON

DRIVING A CAR




AlXF

DYNALIC BINDING
DYNAIC PROGRAMMING
cLECTRGNIC CIRCULTS
ELECTRORICS
THE ENVIRSHIE LT
: EXPERT SYSTEMS
A EXPLANATION CAPABILITILS
FASLES OR FAIRY TALLS
FEATURE-BIIVEN SYSTEMY
THE FEGCERAL JUDICIAL SYSTEM
FIRSY ORDER LOGIC
FRAMES
FRAMES ARD THE FNVIRONMENT
FUPZY KNOWLEDGE
FUZ2ZY PROBLIIA SOLVING
A GAN NMODEL
GLRERAL PURPDSE MODELS
GENERATION OF NATURAL LANGUAGE
GO OR GO-MOKL
GOAL SEFKIRG COMPONINTS
GRAFPH INTL FPRLTABLE GAMES
HLYEROSTATIC TriiORY
HEURISTIC PROGRAMMING
HIilURISTIC TECHNIQUES
N HUNMAN BLHAVIOR
3 HUMAN Mi MORY
MUMAN VISION
IMPRDVING PROGHAMS
3 INDUCTYIVE ASSLRTIONS
INDUSTRIAL APPL CATION
INEXACT PTPRESILTATICN
4 IRFERENCLS
INFERLRTINL QUESTION ANSWIKING
- INFORMAT,ON PROCLSSING UNIVERSALS
E: INHIITANCE OF PROPLRTIES
INTELLIGENT MACRINES
INTENTIONS
_ - IRTERACYIVE PROGRANM SVHTSESIS
g - INTERPRETIVE SEMANTICS
- INTCHATICN
INVARIANCE FOR OROSLEM SOLVING
INVESTMENT ARSIYSIS
PTERAGION
KNOWLTLGE BARTD SYSTEMS
CABBOA CALTELUS
LANGUAGE DISIGN
. CALGUAGE PEMGTIVES
) LARGE DATA BAAES
3 Thi EAY ARUE CIRGi t
p E THE BERKELTY DLBAE
Teii DRIYFLS DEBALE
Trit HISTORY OF A
Tril VIONDRY talaly
Tire "™SSARe LURIST]
AXIOMS YOR GO
3 COMYSTER BAST 5 CONSLUTANT
-3 SIMAGE INTENSITY GNDURSTANDING
TROUULL SHOOT KNG

¥ S

a A 53
o oy A
.
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-
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LARNSUAGE COMPREHERSION

ATk LA » ROUNDS

PERCEPTRONS

COMPLTE R NLTWORKS

GRAFPH MATCHING

ASSOCIATIVE <MEMORY/S>

UNITORM PROOF PROCEDURES
PLAINLH- L 1IE LAKGUAGES

HilL CUIMIIRG

<STIMEISIACES COMPLENITY

EVALUATION FUNCTIONS

PROGRANM Vi R)IF;CATION

FRAME THEORY

PREDICATE CALCINUS

GRAIN OF COMPLTATION

PATTERN MATCHING

RECOGKITON DEVICES

PAITERN RICOGRITION

STRUCTURID PATTERN RICOGIITION

. PATTERN LIRCCTED FUNCTION INVOCATION
- RESOLUTION THIGRI M PROVING

k' M OICAL CONSH TATION

VISUAL COIMMINICATION

A PARTIAL { VALUATOR

THE LAKGUAGE PARCAL

) FHOTOGRAMM 1 Y

E PiCTURT RcCOGNITION

- VIiSUAL PLARES IN TRE RECOGNITION Of POLYHEDRA
; PRUFFRENTIAL 5EMANTICS

Yl GAMI DF POKER

5 PROCEDURAL £VINIS

3 PRICE™S TUTORIAL

: PRODUCTIVITY 1L CHNOLOGY

A REGION ANALVLIS SUBSYSTEM
REPRESENTING RUAL-WORLD KNDWLLDGE IN RELATIONAL PRODUCTION SYSTEMS
ROBQTICS COONi NATION AND RESQURCE LIMITED PROCESSES

USING S-L-GHAPKHS
RULE ACQUISITICN CAPABILITIES
SCENE SEGMINTATIDON
4 SEHIAL PATTERE ACQUISITION
] THE SIX SEVER IIGHT NINE GAME
‘ SNARING DRAGONS
R SeliTe NCE MEANING T CONTEXT

SOFTWARE INTERRUPTS

StVEEN GOALS SIMUH TARKEOUSLY
SHAPE GRAMMARS

: SIMUL TANIOUS ACTIGNS

3 STATE DESCRIPVION MODELS
STOCHASTIC MOGELING

K A STERID “AGR OF VIEWS

k STORAGE REGUCTION
4 SYNTACTIC 1METHDOS
: SYNCHRONiIZNhTJON OF CONCURALIT NROCESSES
AL LECTURTS
THE COMPITIRS AND THOULGRT AWARD
<MiMORY /S, o 14F LAORY
MERMORIES
CEWHAT2: « (LANYPIECES:

er
PRt 3 Ay
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<SWHAT I > o <§RTITOPICSS
<$WHAT2»
<SWHERI T « AT <SWORKPLACE >
He <SWURNDLACE? >
WITH SUMEX
<SWORKPLACES - CMy
THL GM RESCARCH LAGS
THE INSTITUTE FOR STMANTIC AKD COGNITIVE STUBIES
MASSACHUSETTS
NRU
NIH
RCCHESTER
RUTGUKS
Sl
SRI
STANE ORD
SUSSEX
WATSON RESEARCH
1L LINOIS
HANBURG
tOINBURGH
<SWORKPLACE2> » THE SUMSHINE STATE
THE US
THE USSR

e - R e e - B+ e e 3 S M St |



Appendix 111-C~2. Al Retrieval Language Grammar: AIX15

cSFNT> o 0«56
<SS> v cCANY PAP(HRN. «$ALOUT TOPICS
<SARE THEHT > «4ANRY JUURNALSS «$ABOUTTORC>
<SAKL THEEL - ~1ANY PARE PSS CCABCUT TOPIS,
<SAKE THEHL > 4ARNY PADIRSS [N <$JOLRNAL >
<SAKE THLHL ~ cRARY PAVERS S SINCE <¢DATES
<SARL (HEAL > «SANY PACERS s THAT MFNTION THE <$DATES OF YRE CONFRRENCE >
<SARL THIRE > (QARY PAPURS > WriCH «$CITE AUTHOR >
<QARE THEE! . L {PARERSs <$AGOLT TOPICS
<SARE> . ALY JOURKALS> <SALTUT TOPIC> BUT NOT «§70P[CS»
<SARE> LARVEAPERS Y $AL0UT TOPIC
<SARE > <SANY PAVERY S SABOGT TOPICS <$ALSD ABOUT TOPIC>
<QARES SARNY PAPLRS ~ ARV AUTHORS
<QARE > SARY PATERSS FROM <65 CONFERERCE »
<SARE > <GALY PAPERS S £ ROM <$JOURNAL >
<SARE> <RANY PADLRS .. FRON <§THE CONFERERCE?S> IN THE MONTH OF <$DATE>
<SARE> <PAUTHOR S CIiTED BY <SANY PAPERSS
<SARE> <SAUTHORZSS CITED IN <$ANY PAPERS
<SARE> <«$iOPICS~ «SAENRTIONED> ANY\WHERE
<SARE> ~JTOPICSS <EMERTIONED> IN §APAPERS
<GARE> <$TOPICS~ <SMENTIONID> IN <§JOLRNAL?S»
<SARES ARY 4BV AUTHORS
<SARES YOU «SALWAYS> «§THISSI0WS
<$DODID> <CANY CONFFRIKCE /S~ «SMENTIONTCPICS
<SDODID> <SARY CONFERFWCI 7S PURBLISH «$ O0URNALTS
<$DODID> cSANY JOURNALS. <SMENTIOAN TOPICS
<SDOLID~ SARY FAPERSS <SABOUT TOPICS <SALSO MAF i LN 10D,
<SDOTID> <SARVYPAPI RS (CARDLT TORICs <§FLTION TOPID
<$DODID> <SARY PAFFRS <fAROLTTONICS EXiST
<SDODI0> <SANY PAPE RS «§ALLG MENTION TSPICS
<SDODID~ ~SANY PAPE 3N <CCiTE AUTHORS
<SDOTID> «SANY PADERSS <0Mi KIIONTONCH
<EDODID> SANY PARERS <O RTIONTUPICS RUT WO §TOPICS
<SDODIDS <SANY PALTRSS (§THIS YEAR., §CITE ALTHIRS
<SDODD> GALTORISS PRIGINT (SATAPER, AT <§THL CONFFRLLCI VG
<DOMID> gALTDIIS, A PRPER AT (TRECONFERE nCEYSs IN <§DATES
QuCIDIDS SAUTHORG . PRTSILT CPAPERSS Al <3 L CONFERLNCEVSS

. : AD0-0I0> CALTIOR?SS VLB 15 <(APADEIR S
3 SDONINS <SALTCR'SS WRITE «§APATLE-
£] <SDNGUTO~ «SALTHIR /NS Wi TE <SATADLKS of ATLLYS

<SDOO0: «SALTHORS, WHITE <SATAPERS «§ RIS YEARS
<SDOUID> « 71 ALTHORGS (N i NTIONTOPICS

a <SDCOHS 87 CURRALS PUBUISH ARVTHING i <§0ATE> OR <§DATES

4 <SDDI0> ST PAPLRS ECITE ALITHORS

3 =§DO0I0> A QUERIES TANE (41T LONG
<SUDOTO~ ANVUNT PUBLISH 540CUT 1070 I §Tni L0 :EhAL »
<ADODIDS RESPONGES EVIR TOME TASTER
<SDO THEY WORK L AT SSWOENKPLATE >
<SEDOTSIDLES W T cCTHE FAPIRY (OAFRTION TORIC
<SIDTSOEESH T > «4THE PAPE R~ Ribi b W 3F <§A XQWRKAL
<SOOLSHIDESN T > cCTOPICSS «§5E T M «§MIWTIONIS> ANYVY i i
<SODESDOESN 15 0T «SALWAYS> TALT TriS LONG T3 ANSWIL ME
<SDONT Get Wb~ ARY PAVE DS EAROLTICMICS
SGETME~ 3A LOURNALS> RETi X WCEU «$HY AUTHOR»

3 <$GETME~ <TAPARERS ATTER 33170
b <§OET ME~ SANY PAPERSS <§A50uT TOPICS
Y




AlXS

<SOET ML QANYPADTAN S ((ALGOUT TOPICS But NOT (§10PICS>

<SOFT Mis AN VAL HS S fALOLT T0PIC, FudM <§0ATE> TILL «<§DATES

<GOET R~ CSARN PARLAS s «fEiY RLUTHOR >

<SOETME S C4PADLRSS BRINTED I o TIMEE HIGDS

SHRET M «SQUANTITY > §PAPENSS JABOUT TOPICS

<SOET ME~ JQUANIITY> IMORL PLENSE

<SOET MES EVERY THING <$ALOUT 10PICS

<$GLT WG 5 SOMi REVI{WS «SABOUT TOPICS

<§GET Mi > SOMI T HING «§A450UT 1010

<SGET ML SGMi THING FROM <§SOURNAL> «$ABIUTTOPICS

<SOLY Mt s TAD <SANDORALTHOR TATUTI T s FROM <$TRE JOURNAL>

<CUET IS Teil «SANTDQAUTHORDATET)TUE s OF «$7HE PAPERS>

<SOUY Mis Tt <SARDORAUTHGRGATUTITLL> OF EACH

<SOET M~ 1HD K6 SiUS

<GHOW MARY PAPERSS <LALLD MEGTIONTOMC >

<SHOW MARY DADLRS . (fh4i LTI0N TORICS

<CUDW MALY PATT RS c4THISVEARS <SMENTION TOR

<SLIOW MARY PAFL K85 «QWiND -+ <{BY ALTHOR >

<QHDW BMANY CATTESS W ENE s CSBY AUTHORS AND NOT <tAUTHORYS>

<SUHOW MANY PAFLRSS ~UwWERE s SWRITTINPLBLISREN > FROM <$DATE> TO <§DATES
<SHOW MARY PAPERS S FROM «§OATE> THROLGH $DATE> <SMENTIONED TOPIC>
<SHOW MANY PAD{RS ~ HAVE «3ALTBGRISS WRITTENPUBLISHID> SiNvCE <§DATES
<SHOW MARY > - S50URNALTS AMINTIONIONC

<SHOW MANY > REFERELNCLE CARL~ GIVEN

<§ISTHEEE S {1 CONFULIEWCLs I <8GLOPLACE >

<SISTHEIN « U SOURNAL: TROM <§DATE> OR <$DATES

<QISTHLIH -« <A PLPER~S ~¢ABOLT TOPIC>

<$iS TREM - ARYTHING {31\ <§ABOLT TOPICS

<§IS> «$ACTHORS BuT KOT SAUTHOR S CITED IN <w~\ FAPERS»

QIS <QALTHOR G CITED BY (ALY PAPERSS JSSUED IS <§7iMEPLRIOD>

«$i9> <$AUTIOR S CITED BY «$iwiSF PAPEXS

«3iSs QAUTIOR SN T TED N <CANY PADE RSN

<GS~ <SALTHGR T CITED IN L ¢T0f PADERS

“6iSs KTONICS . AN RTIONTSS

<S35 <EIOTI0S PRSETREM
VRIS «QTOMITH L CEME RTINS ALVWHE Kb
<§1Ss <§IOMICES 4{&““:‘;( Nills i SN P AFE N -

il (Mn s

-

<818 <€TOTICS S NG NTIONID S YOME WG by
<§iSs o (g‘.lrhz.'(.\' M ‘_IOMéu'-'I-.iR; 3 a7

LN LB e BV <§THE ALAOTIATION FOR COMPOLTATIONAL LINGUISTICS>
T W TN LGS D UY \STHLJOUK:\HA >
nAT CSALBCLT TOPICS

<§Ritl >

(s(,.,,x.\ Vi Ui A

SEWLRE DLTLE U Ny e A AT T TR AT
SVl wl oWt ; RFACE KL, AB0LT TORCS

NHLBLISAT s N (BT MEIPERIOD >
Sians 155080 Sinlt «§0ATE»
frafs SIACE SORTDS

BRSS9

CQWLHD T

-

.
(A S TSR Y

HALUEL T
L3S
WKL TR
<YW EREL Y LA
CQWWikk s ALY SAT RS AR T > «$AOUT TOPH >

«QWERE > ALV PATIRSS L Gwk!T . 1> 1% 050N AL OF I8N $TECPLACE -
CGAWERL v ANY LG T TR LEGIS A ( SD-’U:,\

AW rATALOL T, A SALTHORISS
C§WARAT AL S0 OF T ALY

o M e Tisd . M o e R S 4 ~ L A
\:'l":;"" AR s Tt GAhS [T S L AL Lles CgouU R >



AlX 15

<SWHAT ARE~ THi KEY PHAASES

<SWHAT Aick ~» THEIR AFFILIATIONS

<SWHAT HAS> <SAUTHOR /S - SGwWRITTENDUBLISHEN> <$LATELY>
<S\VHAT 1G> <Siit MMHSs ATFILIATION

<SWHAT (5> KNOWN AGOUT eV e wY ARTICLE

<SWHAT [S> THE <SANLORAUTHORIDATETITLE> OF <SQUANTITY >
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WHICH <§J0JRNAL »

WHICH <¢JOURNALTS>
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<SGLOPLALT > « FOINSILHGH
HANBHKG
ILTIIQLS
MASSACHLSITTS
ROCHESTER
< SUSSEX
N THY SUNSHINE STATE
i THE US
A THE USSR

<SLATCLY, = LATCLY
RECENTLY
IN RECINT TiMES
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<PQUANTITY, o THE <iAST 5 <SNUNUER-995
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BRUCE BUCHANAIS
CAI HEWITT
CHRISTOPHI? RIESBECK
CHUCK RItGiil
DARNNY BORIROW
DAVE RUNMFLEART
DAVID MARR
DAVID MITHIE
DICK SELYZER
DONALD NORMAL
DCUG tENAT
DREW MUDERMOTT
DRIVYFUS
EARL HUNT
EARL SACERDOT!
ED FEIGENRALM
E0 RISERNN
i GT SOLOWAY
{ T SARNDEWALL
f JNE CHARNIAK
FELGENBALIM
Fol DNAN
GARY HIRDRIX
G ORGC ERNST
GiFS
AN BURLINER
HARRY BARROW
HE KD CIMON
HLEHIERT BLOCK
HILARY PUINAIG
HOLLALRD
HiIGH NAG(L
IRV 508U
ISSAC ARIMOV
JACK LWARKER
JACK MO3TOW
JARES SLAGLE
Ji AN SAKNG )
JuEI by it IANDY
JiRRY FitONMAN
JOHN GASCHNIG
JOHN HOLULANKG
JOHN MCCARTHY

JeT 1L\ Nr\l/('f\\lf
POt S SOk 3 R PRV 1
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SOSEH AW LZERBAUM
SUDEA RLATR

KARL PlhGed
KLITH PRICEH

KEN oLy

NEN VALSTON

KIKRG SUNG fu
LAURINT SIKLOSSY
LEE ERMAN
LCONARD LKL

LES CARNEST

LINDA MASINTER
MADTLUINE BATES
MARN TN MINGKY
MARY REWRORKN
NMARY CitAvy
NMICHALL AR
MIYE RVUrELER
MINGKY

MITCriE L L IFEWLY
NEWEL

NILS NILGOUN
NILGCON

NORI SUZuUK]
PARMEL MOCCORDLKK
PAT WIiNSTON
PERIY THORNDYKE
PETER KLGEL

RAJ ke 3DV

RANAN BAe w i
RAYMOND SOROULL
Rt DDV

RiCH FIKES

RICe SK4iTH

RiCr D MICHALSH
RiC-ARD WALDINGER
RICK ITAVES.ROTH
ROBIRY PLITER

RCN Orit AMDIR
ROSENFELD

SCTOTY I Alig MA
SEYRMOUR PAPRCKT
SINON

STewve Coit s
STEVE REYD
STEVI AULCKLR
TEO SHORTLIFT
TERNY WIKOGRAD
THOMAS MARSLANDS
THOMAS SYRES
Utin

VIC LEsuti
WALV REOMHERD
NOOUDS

WESDY B 550t
YORICK Wicrs
ZOMAR MALNA

AIXi5




AIX1S

<§TOM.CSN « AANDORIOPICSS
NINOGIPAD'S ARTICLE
<ANDYWR'TOPICS~ » ~TOPIC>
<TOPIC> ~ANDWOR 2> <TOP|C>
<ANOWR 2~ + AND
IR
<TOPIC~ « A CA] MON;TOR
A COMMON SFNSE ALGORITHM
A GANE MODILL
A LOSING MOVE
A MULTILEVED ORGANIZATION
A PACKLT BASED APPROACH TO NETWORK COMMUNICATION
A PARTIAL CVALUATOR
A PROGIAM SYRTHESIZEN FOR NET'WORK PROTOCOLS
A PROGRAMMING APPRENTICE
A PROCH CHECKER FOR PROTOCOL TERMINATJON EXPRESSIONS
A RADG INTERVIEVWY ON SCICRCE FICTION
A REGION ANALYSIS SUBSYSTEM
A STERED PATR OF VIEWS
A TAGE CRIINTED DIALOGUE
A THALMATUREIST
A TREORIM PROVIR PLAKNING FOR PROGRESS
Titl DOMEIN ANALVZER
7 TUTOR OF TUTORING ON TV
ATV PEPGRTER
ABSTRACYIGN
£ CQUISITION OF KNOWLLDGE
ACTINV. KNOWLLHIGE
SRV TS LSUMURS
LFDADTATION
ADAPYIVE PROCUCTION SYSTEMS
ADVISING PHYSICIANS

>

FLGtBRAIC REDUCTION

Foum

7 GORITUNGC ALLTIEICS

£1-0R. KOKE SOLLTIONS
FNADADPTIVE NATURAL LANGUAGE SYSTEM
AN AGSGLLRE Y ROBOT

LN AKICMATIC SYGITEM

FRALOGY IN PICOEE M SOLVIRG
FRIALVYRLS OF CONTEKXT

PRALNSTS OF SERNTENCES

ARVITICIAU INTY LT IGENCE
AGSIMILATION OF WEW v ORMATION
ASSCCIATIVE MEKGRIES
ASSGOIATIVE MERORY

ALIGHERTED TRANSITION NETWORKS
AUTOMATLD DEDLCTICON

ALTCHATIC CODING

ALTOIANTIC COMPUTATION
AITOMANTIC MAKTRA GEKRERATION
ALTOVWATIC PROGRAM SYNTHIES!S FROM EXAMPLE PROBLEMS
AUTOMATIC PEOGRAM WRITING
ALTOMATIC PROGRAMMING
AGTOWATIL PRUSE U CORNELTNLSY
AUTOMATIC THTOREM PROVING
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LS SR

AXTOMATIC SLAANTCS

AX JOMS AR (O

S[AL Ly AW

Sed T AVSTENS

SiNOINGT

BIOMEO TN

SRAN ThlORY

BUSINLSS PRODLIM SOLVING
ZHRTOGHAPDHY

SAGT IVATEIAR

CALGAL REAZONING

CElL ASSELGE Y THEORY

CHLCKING PRCOFS

CHe G4

St S5 PLAY LG PROGRAMS

CIRCINT ALAINVGIS

COGNITION

COONITIVE RGUOTIC SYSTEMS
COGNITIVE SCIENCE

COMMN SiiSE

COMMON SELSz THIORY FORMAT ON
COMPLEY WAYVEFORMS
COMPLTATIONAL LINGUISTICS
COMARTER AT

COMTIiTER BASTO CONSLLIANT
COMPLTER BALN D CONSULTATIONS
COMWFLTER CONTROLLED MANIPULATORS
COMAPLITTIR GHAPINCS

COMMYTIR MIUSIC

CORMUTER MEYWORKS

COMIPLTER VISICH

CORELETUAL CLECRIPTIONS
CORCYRIUNL PO HELCT

(OMNECYPTIND Do AYS

CONSIRAINT SATISTACYICN
CONSIRUCTING PROGRANMS FROM LXAMPLLS
CONSTRUCTION DF PROGRAMS
CONEXT

CONTINJOUS PROCLSSES

CON'KO

COOPy AL G SOURGES OF XKNOWILTNGE
CORAVING LIST STRUCTURES

CoRVID isian

CNIGRNET S

cvivic

CATA RASTS

TATA RASTS FOR INTERACTIVE DISIGN
QATASTRUCTLPTA

C: 150N THEORY

CrOUCTION

CiDUWCTIVE RLTRIEVAL
CLNOTATIONAL 2 MANTICS

CiPYH PERCEPTION

TUVATION Puies
CISIGN

CrSIGN AUTOMATION
CfSIGN IN THE ARTY

AIX1S
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OETECTION OF (iGMT SOURCES

QIS AY TthMINALS

DRALOK

DRIVING A CAR

OVIVANIC BINDING

DVINALIC CLUSTERING

DYIAMIC PROGRAMMING

L CTRONIC CIRCULTS

L CTRONICS

ERGLISH

EVALUATION TUNCTIONS

EXPLRT SVLIEMS

EXPLANATION CARABILITI(S

FARIIG DR FAIRV TALES

FEATURE URIVEN SYSTEMS

FIRST ORULER LOGIC

FORMAL SEMANTICS

FRAME THLORY

FRAMI S

FRAMES AN THE ENVIRONMERT

FUZ2Y KNOWLIDGE

FuZ2v PROBLTIA SOLVING

GALG ODF PORER

GANE PLAYING

GERFRAL PLRPOSE MODELS

GEIFRATION OF NATURAL LANGUAGE

GLON: TRIC 1A0DLLING

GO OR GO-MORY

GOAL SELKIHG COMPONENTS

Gt AN CF COMPRTATION

GRATAMATICAL INFERENCE

GRACH IRTERPRETABLE GAMLES

GRAPHR MATCHING

REARSAY

HETERODSTATIC THLORY

HELIRISTIC PREGGIANAIAING

HEUIRISTIC TECHNIQUES

HiLE CLIMRING

fithiAL BIHAVICR

BERAAN M ORY

HONAAN VISION

HYPOTYELS FORMATION

MAGE INTENSIIY UNDBIRSTANDING

NP ROV ING PROGRAMS

INDUCTIVIE w350 JONS

INOLSTRIALD APPLICATION

INERNACT BUDRES NIATION

Pk b G

INFERINCES

I RENTIAL QUi GTION ANSWLRING

REORIMATION PRCCESSING UNIVERSALS

INHERIIARCE OF PROPLRTIES

INTELUGENRT JARCHINLS

InTENTIONS

INTERACTIVE DISIGN

INTERACTIVE KAMDWLCDGE SYSTEMS

. § INTERACTIVE PROGRAM SYNTHESIS
4 INTERPRITIVE SEMANTICS

§ 3
i .
: -
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AlXiS

INTONATION
IKVARIANCE FOR PROBLILL SOLVING
INVARIANCES 1N T4 PERCEPTION OF FACES
INVESYMENT ARNALVSES
ITERATION
KNOWLEDGE BASED SYSTEMS
KNOWLEGGE SYSTEMS
LAKNEBDA CALCLLUS
LARNGUAGE COMPRIHMERS JON
LARGUAGE DESION
; LANGUARE PARAPHRASE
k. LANGUAGE PAGLAL
LAWSUAGE PRIMITIVES
LAWGUAGE UNDLRATANDING
LARGE DATA BAS(S
LT ARNING
LINEAR LEXICOMETRY
LOW ORDERS Of RLCOGKRITION PLRIDRMANCE
MACHING INTLLLIGENCE T MEDICAL DIAGNOSIS
MACRD PROCESSING FOR AN ON-UINE NEWSLETTER
MAICAGT N BT INFORIMATION SYSTEMS
Mi AIS TOR COMPLTER MOVILS
MiDICAL COLSui TATION
MiNJLAL SPARNING FORESTS OR TREES
MOTION 16 SCERY DESCRIPTION
NEGRAL NETWORKS
NEWSLLTTER REPOCRTERS
NONDETLRISINISTIC PRCURAMMING
OB LT LOUATIONS AND MOVEMENTS IN NATURAL IMAGES
QB4 CT HMAKIPCLATING ROBOTS
OPLRATIONAL REASONING
OPTIAL PROBLLIA SEAVING SENRCH
OPTINMIZED CODL FOR Tit TRANGHER OF COMMENTS
PAPE RS RY Bl w00DS
PARALLT iGN JN PROSLLM SOLVING
PARTIAL £VALUATOR
PATTLRN DIRIC LD FUNCTICN INVOCATION
PATYTORN MATCHING
PATTIRN JECOLNITION
PLRCEPTRGNS
PHOTOGRAMEA 1Y
PICTUNC RECOGKITION
PUIICNER L 1l€ LAUWGUAGES
PRIUICATe CralloeuS
PRUCEERTING St MANTCS
PRICCS TA10RIN
PROULE L SOUVING
PRCCE DURAL TV LTS
PRCOLUCTILN SYSTEMS
PRODUCTIITY TE CokOOGY
PROGIIAM Vi &IF[CATION
PV {WDLOGY
RECOGHITIC DEVCES
REDRUGITIT NG Ri AL-wWue: ) KNOWLLOGE IN RCLATIONAL PRODUCTION SYSTEMS
REAOLUTION ThHORIM PROVING
RICOURCE LiMiTe D PROCESS &
RITKIEVAL
ROBOTICS COOPTRATION




AlX1S

RULE ACQUISITION CAPABILITIES
SCENE SEUMENTATION
SEMARTIC NS
A SEMANTIC NETWORK
SEMANTIC NETWORKS
5 SENTENCE MEANING IN CONTEXT
: SEHTERCE MEANLG TN CONTEXT
3 SERIAL PATIE RN ACQUISITION
SEVERAL GOALS
SHAP{ GRAMKARS
SHAPE TOPCLOGY
SIN TANEOUS ACTIONS
SNARING DRAGONS
4 SOF TWARE IRTERRLIPTS
E: SPELTH UNDIRSTANUING
9 STATE DESCRIPTION MOUTELS
STOCTHASTIC MCCILING
STORAGE RIDUCTION
STRUCTURLD PATTERN RECOGRITION
SYMBOL M \PPING [N BASERALL
SYWCHRON ,ZATION OF CONCURRENT PROCLSSES
SYNTACT C METHODS
SYNTAX
SYNTIESIS OF LINE DRAWINGS
TELEOLOGICAL RiASONING
TehPORAL SCENL ANALVSIS
TEXTURTD ANALVSIS
THE ARVICLE BY ALLEN NEWELL
THE BAY ARCA CiRCHY
THE BIRKELEY DIHATE
THE COMPUTIERS AND THOUGHT AVWARD
THE DATLS OF Tni WORLD COMPUTER CHESS CONFERENCE
THE D DUCYIVE PATHEINOER
THE DREVI S CLBAIL
THi ENVIRCNME
Tt FENDERAL JUNDICIAL SYSTEM
THEL GAME OF POKER
THE HISTORY OF Al
THE HUNGRY MORNiY
THE IRSANE HIURISY
THE LANGUAGE PAGCAL
THE LOCATION OF Ot 1S Ity MAGAZIKES
THE LOGICAL REDUCTICN OF LiSP DATA BASES
THE METACSYMEOLIC SIMULATION OF MULTIPROCESS SOF TWARE
THE METAMATHEMATICS OF MOISP OR MLISP2
THE KOMAINATION OF NOMINEES BY A NATIONAL NOMINATING COMMITIEE
THE CNTOGENY OF NOH-INDEPCKOINT SUBPROBLIMS
THE PARRY SINLILATION OF PARANQIA
THE PERFCRMANGT OF PATTELRN MATCHING RULES
THE SIX SEWVER LiGHT NINE CAME
THE STOCK dAAGHET
THE STRUCTURL CF ANV VARIETY OF COMPUTER TERMINAL
THE TECH-1i CKESS PRCORAM
THy WEAX (OGIC OF PROGRAMS
THREE DINGE KSIONAL MODELS
TitdE COMBLENITY
TING OR SPATE BOUNDS

oA N ANT Ve
TRUUDLL DIl cavu
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UNDERSTANDING

UNIf ORM PROQY BROCENURL S

USING S-L-GRARIS

ViSUAL COMMUNICATION

VISUAL PLANES [ THE RECOGNITION OF POLYHEDRA




Appendix 11I-C-3. Al Retrieval Language Grammar: AIX05S

<SENT> = [ -SS5 )

<SS> « ANY RBSYRALTS ROTLHRING TO «$TOPICS>
ARE ~$AUTHOR/S> CITED BY AlY OF THOSE
ARE <$AUTHOR/S~ CITED IN AY RECENT PAPERS
AKE «$TOPICS ~ DISCUSSED IN RECENT JOURNALS
ARE <$TOPITS> N.ONTIONED ANYWHERE
ARL <$TOPICS> MENTIONED 1N AN AGSTRACT
ARE ARY ARTIC (£S5 ABOUT <STCPICSS
Atk ARY ARTICLES BY <SAUTHOR/SS
ARE ANY BY ~SAUTHOR/S>
ARE ARY NEW BOOKS BY <§AUTHOR/S»
ARC ARNY OF Tt PAPTRS CN <§$70PICSS ALSO ABOUT <$TOPICS>
ARE ARY ©F THESU BY <SAUTHOR/S>
ARE ANY UF THESE FROM AN A(M SESSION
ARE ARY QF THESE FROM THE (1iP SESSIONS IN THE MONTH OF JUNE
ARE ANY PAPERS AROUT «STOPICSS
ARE ANY RECENT ISSUES ARGUT <§TOPICSs BUT NOT «§TOPICS>
ARE NOT SOME OF THESE FROM COMPILTING SURVEYS
ARE THERE ANY ARSTRACTS WHICH RCFER TO «§TOPICS»
ARE fHERE ANY AQSTRALTS WHICH RCTLIL TO PAPERS BY <$AUTHOR/S>
ARE THEAD ANY ARTICLES AGDUT <§TOPICSS
ARF THEPE ANY ISSUES AROUT <4 70PICSS
ART THEPRE ARY NFV J0GUES CONCERIING <§70PICS>
ARE THERT ARY NEV PAFLRS UN <§TOPICS»
ARU THERI ANV PADERS TR AT MENTION <§70PICS>
ARE THERE ARY RICENT ARTIC.ULS 1N CACM
ARE THERLE ALY RECERNT BCOKYS ABOUT <$TOPICS >
ARL THERE 50Nt PAPERS OGN <470PICS>
AR YOI) ALVWAYS THIS 5.0wW
ARL YOU BiGULARLY THIS SLOW
ARE YOU USHALLY 30 SL 0w
ARUNT (IR0 AR ABSTRACYS SINST NIRETEEN SEVENTY Flve
CAN [ ninl Trib i AGBSTRACTS LISTLD
CAN YOU Bri i M
CLAGL PRINTING
CHOOSE AMONG VOIL UM S REFORT NIRETEFN SIXTY
COULD YOU B IRIEVE SOMETHIAG FROM <§INFORMATIONSAND.CONTROL> DISCUSSING <$TOPICS>
DID «AUTHOR/SS PRUGULT A P1PER AT FICAL
D10 «CAUTHOR/SS PRUSENT A PAPTR AT THE IFiP MEETINGS IN SEPTEMHBER
DID «SAUTHOR/S: PRUSIKET PAPERS AT IF [P
DID «SAUTHOR/S~ PRUSENT PATCRS AT [UCAT
05D «SAUTHOR! 5. PUBLISH A PAITY
CID <SAUTIHOR/S- \WRITE A BOSK
DID «SAULTHOR/S . WHITE A BCOK RECENTLY
DID «$AUTAIOR/S~ \WRITE A PADTR iniG YEAD
DI ALY ARG JGLRRAL . PARLES CITE <$AUTHOR/S>
D10 ALY AC PAFERS CLID «$AUTROR/GS
DID ARY ITEL COUVERTICNS PLGLISH PROCELEDINGS
DiD ANY CF THOST PAPERYS CiTE <8AUTHOR/SS
DiD ANVENE PUBLISH ARDLT ~4TOPICS~ IN COMMUNICATIONS OF THE ACM
DIO ThE SIGART MEWSLETTER PUBLISH ANYTHING !N OCTOBER OR NOVEMHER
DIDN'T THAT PAPLE CLOTD <§/ALTHOR/S>
DO AL QULIES T/KE THIS LONG
DO ANY ARTICLES ON <§i0PICS~ v ADDITION CONSIDER «§TGPRICS S
DO ALY ARTICLES ON <$TOPCS~ MiTION «§TOPICSS

VO Aivy ARTICLES REFER TO <3707IC5>




AIX05

DO ARY AQTHORS DESURTEE < TODPICSS

DO ANY NLW ARTICLE S MENTIGN §TOPICS

DO ARY OF Tt ARSYRACYS LAL HTION <§TOPICS

00 ARY OF Yt $F ALGO DISCUSS <3TOPICSS

DO ARY OF THi G ALGO MEETIGN <$TOPICS

DO AN OF Tt St CITL <SAGTGDR/SS

DO ANY OF THESE MENTICN <STOPICSS

D0 ANV OF THOSE PAPLRS MEHLIGN «$TOPICSS

00 ANY DAPURG ALOUT <§TONICSs ALSO CONSIDER <§TOPICS>
00 ANY PAPIRS CHE <SAUTHOR/S

D0 ANY PLP{S TISCUSS «§7CPICSs

DO ANY PAP{RS THSCUSS «3TCHICS~ BUT NOT <$TOPICS~

DO ANY PAPLRS OH <$TOPICS~ £XIST

DO ARY PAPLHG 1H]S YIAR CITE <SALTHOR/S»

DO ANY KEC N ATM CONFERETCLS CONSIDER <4TOPICS»

CO ARNY RECERT UOQKS CITD «SAUTHOR/S>

D0 ANY RFUZNT 100K MENTION <STOPICSs

DO ANY RECENT JOURKALY BDISCLSS «§TOPICSS

DO Atey RECENT SHMMARIES DISCUSS <§TOPICSS

DO MARY ALSTRACTS DISCUSS <AAUTHOR/S>

DO MANY AUSTRACTS DISCULS «$TOPICS S

DO RLSPDONGTS EVENR COME FALTER

00 THEY WGRK AT THE GM RESE ARCH LABS

DO YOU HADPEN 10 HAVE ARY SECENT PAPERS ON <$TOPICS>
DO YOuU HAVE ALY ARTICLES Ul <STOPICS~

DO YOU HAME ANY NEW Pal{iis ON «pTOPICSS

CO YOU hANVE AKY RECFNT PAERS ON <§TOPICS>

DO YOU HAVE ANY SUMMARIES ARDUT ~STOPICSs

DO YOU HAVE NEVW PADEIS OGN 4TOPICSS

O0tS «§IDMICSs Ge T DISCUTSLL AYWHERE

COES <5TOPICS Gi T MERNTIONED ANYWHERE

DOES HE WORK AT Chin)

DOLS 1T ALVAYS TAKE THIS LORG TO ANSWIR ME

DOES SHE WORK AT Trb INSTITLIE FOR SEMANTIC AND COGNITIVE STUDIES
DOES THAT ARTICLE Mih iGN «STOPICSS

DOEGIT TriS PACTR RITTHINCE AN THFE TRAINSACTIGN
DOK'Y GLY Mt ANY ARVICIES Wi (i MENTICN <«§TOPICS>
DURING WEAT MOLTHS WV (DY PLILISHED

FINISH FRINTING

CERERAIL A COPYV OF THOSE

GEY ME ARNY GOOKS Wio T T4 8 8Y (SAUTrOR/S>

Gti ME EVIRY LG ON «§700 RS

SiVE Mt ANY AGSTRACTE MINTIONIGG <STOPICS> BUT NOT <$TOPICS>
GiVE M ALY ARTICLES ABDUT ~STORICSS

GIVI ME ARNY DAGTRS OKR «§TONTS> TROM JUIKE TILL AUGUST
GIVE ME CHil MGRT PUEAST

GiVE My SOMEYPONG MeNTICNING <5TOPICSS

GiVE ME THE DAL OF Tiihi AJSTRACT

GIVE THT ALITHOR AND DAL OF LACH

HAS <$LUTHOR/SS BECL RUFT I NTID N AKNY CF THOSE

HAS <GAUTHOR/S s PUBLISHE O ALY PARCHS THIS YEAR

HAS <$ALTHOR/SS PUBLISHED ANVIHING RECENTLY

HASN'T LSTOPICS - BEIL CONSIDIRED [N COMPLTIRG REVIEWS
HASK'Y A CukRihT RECBRT ON «£TOPICSS BEEN RCLUASED
HAVE <§AUTHER/S S PUBLISH D 1S YIAR

FHAVE ALY ArTIC.E G AVPLARED WikiCh MENTION <§TOPICS>
HAVE ANY NEW SRUURS BY <$ALTHOR/S> APPEARED
HAVERY YOU T INISHLD




HELT

HOW BiG 1S THE DATA BASE

HOW CAMN I USE THE SYSTEM EFFICIENTLY

HOW (ONG DOES IT TAKE

HOW MANY ABSTRACTS ARE THERF OR <$TOPICS>

HOW MARY ~ABSTRACTS RLFE 70 <§TOPICSs

HOW MANY ARTICLES DISCUSS <5TOPICS>

HOW MANY ARTICLES ON «STOPICSy ARE THERL

HOMW MARNY ARTICLES WERE \WHITTEN BY <§AUTHOR/S> AND NOT <$AUTHOR/S>
HOW MANY BOOIS DISCUSS <3T0PICSs

HOW MANY BOOKY Wi RE PRODUCED FROM MARCH TO DECEMBER
HOW MARNY ROOKS WERE WHITTEN RY <$AUTHOR/S>

HOW MANY OF THIS( ALSO DISCUSS <§TOPICSS

HOW MARY PAP{RSG ARL AUDUL «§TOPICS»

HOW MANY PAPTRS CONSIDER <§TORICS> SIMULTANEOUSLY

HOW MANY PAPCRS DISCUSS «$TORICSs>

HOW MANY PAPELRS FROM APRIL THROUGH AUGUST CONCERNED <$TOPICS>
HOW MARY PAPLRG HAVL <SAUTHOR/S> WRITTEN SINCE JANUARY
HOW MANY PAPIRS RIFER 10 «$TOPICS>

HOW MANY £2aPERS THIS YEAR DISCUSS <$TOPICS>

HOW MANY PAP(IRE WIKE WRITTEN BY <«§AUTHOR/S>

HOW MANY RECENT 155LES COKCERN <$TOPICS»

HOW MANY REFERERNCES ARE GIVEN

HOW MANY SUMMARILS DISCUSS «$TOPICS»

1AM INTERESTED IN <§TOPICSS

I A ONLY INTOOVSTED IN PAPERS OK <«$TOPICS>

1 DOMARD ANOTHIR ARYICLE AFTER AUGUST NINETEEN THIRTEEN

I'D LIKE TO KNOW THE PUBLISHERS OF THAT STORY

I'D UIKE TO SEE THE MENUS

I3 <SAUTHOR/S> BLT NOT <$AUTHOR/S> CITED IN SOME OF THQSE ARTICLES
IS «SAUTHOR/S~ CITED BY THOSE ABSTRACTS

IS <SAUTHOR/S~ CITED IN ANV OF THESE

IS <§TOPICS:. DISCUSSED ARNYWHERE

1S «§TOPICS~ DISCUSSED iN A RECENT SUMMARY

1S «$TOPICS~ MERTIONLD

IS <«§TOPICS~ MiNTIONID ARYWRERE

IS <§TOPICS~ MERTIGNID N Al ABSTRACT

IS <§TOPICS~ REFERIED TO

1S <§TOPICS~ REFERRFD TO ANYWHERE

IS THAT AQOLT -3T0PICS~

IS THERE A RECENT ANTICLE AROUT <§TORICS»

1S THERE A RECEMT PAPER AROUT <§TOPICSs

IS THERE A RECENT PAPER MENTIONING <§TOPICS>

iS THETRI Al A ICHE AROUT <3T0PICS

1S THERE AN 1F]P CONVENTION ISSUE FROM MAY OR JUNE

1S THERE ANYTHING NEW REGAKDING <§TORICS>

ISW'T $TOPICSS MERTIONID IV Ald ARSTRACT

ISN'T THORT AN ARTICUE AGOUT <«§TOPICSs

KILL THE LISTING

LEY ME LIMIT MYSCLT 7O RIZPORTS ISSUED SINCE NINETEEN FIFTEEN
LEY 1S CONFINE QURSLINVES (O JOURNALS AFTER FEBRUARY NINETEEN FIFTY
LEV'S QESTRICT QUR ATTENIICN TO PAPERS SINCE NINETEEN SEVENTY FOUR
LIST BOYWIER TWEIVE AND TWERTY OF THEM

LIST Thi AUSYRA{YS BY <$ALTHOR/S>

LIST THE NEXT FOURYELN HUNDRCD

NO MORE PLLASC

NO THAKKS

oK
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PLEAST HEi P MC

PLEAST LIST THT ALTHORS

PLEAST MAXKE ME A VILT OF THOSE

PLLAGE TERMINATT TRANSM)ITING

PRINY THt NOXT ONt

PRODUCE A COPY OF THE NEWLST EIGHTY ART,CLES

QUIT LISTiG PLLNSE

SELECT FROM ARTICLES ON <§T0PICS>

SHOW MF 178 PUBLISHER

SHOW ME THE LATEST EiEVEN

STOF TRAKGMITTING PLTASE

SUBSELL(C! FRCM <$1CPICS~

SURL THAKKS

TELL ME THE TITOES OF THe EARLIZST TEN

TELL ME WHAT YO DO

THANC YOU 't DONE

THE AREA T AL SKTERESTED SN IS <$TOPICS>

THE ARTA I'tA INTERESTED IN IS <§$TOPICS»

THE FIRST TWO

THE LATCST SIXTEEN PLEAGE

TRANSMIE THI NEXT CIGHTEEN

TRY TO GE) SUkVe YS PRINTED il Trl LAST EIGHTY MONTHS

WAS <SAUTHOR/S~ CITLD BY /v REPORTS ISSUED IN THE LAST NINETY YEARS
WAS §ALITHOR/S~ CITED IN THAT SUMMARY

WAS «§TONICS MINTICNED SOLEWISERE IN RCCENT TIMES

WAS <§T0PJCSES WRITTIN UP RICENTLY

WAS Y PHEBLISHE D BY <STHIASGOCIATIONFOR«COMPUTATIONALLINGUISTICS>
WAS IT PLBLISHED BY ThE JCLRNAL OF THE ACM

WAS THIRE A COLFERENTE JN THL USSR

WASN'Y <$TOPLICS> MIRIIONED RECENTLY

WASN Y (§IOIMECSs RIFLIKD 10 SOMt WHERE.

W BLSIRE A PROCELUING OV Tre ACM MEETING REFERERNCED BY <$AUTHOR/S>
Wi WANT SONt RLVIEVWS COKCERNING <§TQPICS>

WL WISH TO GLY THE CATESY YORTY ARTICLES ON <§TOPICS>

WD LIEE 1O ST ing TiTLLS FROM PROCEEDINGS OF THE ACM CONFERENCE
WLRE IRTERESTED N . §T0PICS~

WLRET INIURESTED (N ARTICUES PUBLISHED IN THE LAST THIRTY YEARS
WEVE BECKN INTERLSTED N «STORICSS

WLRE ARY OF TricSE ARG ICUES WHITTEN BY <$AUTHOR/S>

WEid- ARY OF THi S8 PUBLISHED IN THE SUNSHINE STATE OR IN THE US
WLRE ALY OF Thi - 'WHITTEN Y <SAUTHOR/S>

WEIRE ANY PUGHISHED ATTLR LoNE NIRETEEN SIXTY Five

WEEE THEPD ALY ARTICUES ARDUT <§TOPICSS

WERENT SOME ALY CUES PLBLISHED ON <§TOPICS>

WHAT AROUT «4iuinGR/Ss

WIAT ABCUT - §TOPICSS

WIHAT ADDIRFSS IR GiVER TOR Trt AUTHORS

WHAT ADDRTSGES AR GIWEN TOR THE AUTHORS

WIHAT ART SOME OF ThE ARUAS OF <$TOPICS~

WHAT ARC 1D #2EY PHRASES

WHAT ARE THE TiT LS CF THE QECENT ARPA SURNOTES

WHAT ARE THEIR ATTILIATIONS

WHAT ACOLYS KIRTION <§TOPICSS

WHAT CA% T 20 10 SPEED YOU P

WHAT CAL THE SYSTEM DO

WHAT CONFERLLCE WAS AT RUTGERS OR AT SR;

WHAT CONFERICE WAS AT WATSON RESCARCH OR AT ILLINGIS

WHAT DO i HAVL TO 00
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WHAT FACIS ARL STORED

: WHAT HAS <$ALTHOR/S> WRITTEN LATELY

3 WHAT HAS ($AUTHOR/S~ WRITTEN RECENTLY

WHAT HAVE <QAUTHOR/S> WRITTEN LATLLY

: WHAT 1S HER AT FILIATION

WHAT 15 HIS AFFILIATION

WHAT 15 KNOWN AROUT EVERY ARTICLE
WHAT 15 Thit S12E OF THE DATA BANK

3 WHAT 1S THE TITLL OF THAT PAPER

- WHAT 15 THE TITLL OF THE EARLIEST ONE

> WHAT IS THE TITLE OF THE MOST RICENT ONE

; WHAT ISGUES DURING JANUARY AND JULY CONCERN <$TOPICS>

3 WHAT KLY WORD REIATCS TO <§TOPICSs

3 WHAT KLV WORDS SHOULD 1 USE FOR «$TOPICS>

A WHAT KIND OF MURUS ARE THERE

WHAT KINDS OF SUBJECTS ARE STORED

E: WUHAT MUST T ASK
WiiRT PAPERS ON <$TOPICSS ARE TRERE

t WHAT SHOULD | AGK

- WHAT SHOLLD 1 SAY
WUHAT SORT OF SUMMARY 1S AVAILABLE
WHAT SORTS OF <§TONICS~ ARE WRITTEN UP
WHAT SUBJLET CAN | REQUIST
WHAT TOPIC MiNhij CAN | CHOOSE
WIAT TOPICS AKE RELATED TO «$TOPICS~
WHAT TYPRCS OF <$RLTRIEVALCANCHEARSAY> DO
WHAT WAS [TS TIT(LL
WHAT'S THE PUBLISHER OF THAT PIECE
WHEN WAS <SHUMAN.PROBLUIML.SILVING> WRITTEN
WHEN WAS <§TOPICS~ LAST MENTIONED
WHEN WAS <§TOPICSs LAST REFFRRED TO
WHEN WAS IT PUBLISHED
WHEN WAS THAT BOOK WKITTE
WUHEN WAS THAT PATER PUBLISHED
WHEN WAS THE LAST PAPER BY <§AUTHOR/S> PUBLISHED
WHEN WERE «$TOPICS> LAST REFERRED TO
WHEN WILL YOU HAVE THE ANSWER
WHERE ARE <§TOPICSs REFEHRED TO
WHERE DID THAT ARTICLE APREAR
WHERF DO THEY WORK
Widk KE DOFS HE WORK
WHERL 14 <4 TOPICS~ MINTIGNED
WHICH <§ALJEXT> CONTAINED <§TOPICS>
WHICH <$COCNITIVEPSVEHOLOGY > CONTAINED <$TOPICS>
WHICH «$COBNITIVEPSYCHOLOGY > CONTAINS <$TOPICS>
WHICH ARSTRACYS CONGERN <§TOPICS>
WHICH ARSTRACYS RITIR TQ -STOPICS~
WHICH ARYVICLES CONCERN -$TOPICS~
WHICH ARYICLES HAVL CONCERKED <§T0PICS>
WHICH ARTICLES ON <$TOPICSs ALSO CONCERN <$TOPICS>
WIHCH ARYVICLIS RLFER 10 THESE
WIICH AUTHORS WORK AT HAIMEBLEG OR AT EDINBURGH
WHICH ALTHORS WGRK AT NIl OR AT STAKFORD
WitlCH AUTHORS WORK WITH SUMeX OR AT SUSSEX
WHICH BOCKS ON «§TOPICS> WERE PUBLISHED RECENTLY
WHICH BOOKS WIKE WRITTEN BY <SAUTHOR/S> SINCE LAST VEAR
WitiCtl COMPLTING SURVEY ARTICLES RELATE 10 <$TORICS>
WHICH COMPLITING SURVEYS CONTAINED THE ARTICLE BY <$AUTHOR/S>




WHICH CONFLRINCES WERL Al MASSACHUSLTTS OR AT ROCHESTER
WIsICH IS THLE OLDEST
WHICH NOTES ON <STOPICS> ALS0 BISCUSS <$TOPICS>
WHICH OF THEM DISCUSSTS «STOMICS>
WHICH OF THESE APPREARED REGENTLY IN THE TEEE TRANSACTIONS
WHICH OF THESE ARE RY <$AUTHOR/S»>
WHICH OF THESE CITES «SAUTHOR/S»>
WHICH OF THESE WAS WRITTEN BY <$AUTHOR/S>
WillCH OF THESE WERE WRIITEN BY <SAUTHOR/S>
WHICH ONLS
WIHICH PAPER MENTIONS §TOPICS>
Wi{JCH PAPERS ARE ON <§10PICS >
WHICH PAPYRS BY «$ALTHOR/Ss ARE REFERENCED
WHICH PAPERS CTITE <§AUTHOR/S>
WiilCH PAPERS DISCUSS <4TOPICS -
WHICH PAPERS HAVE MENTIONED <§TOPICS>
WHICH PAPERS ON <§TOPICS> AL SO CONCERN <§TOPICS>
WHICH PAPERS QN §TOPMICS~ Ai SO DISCUSS <$TOPICS>
WHICH PAPI{ RS ON <§TOPICS~> ARE ALHOUT <§TORICS>
WHICH PARPERS WL WILTTEN AT NRL OR AT SMC
WHICH PAPERS Wikt WRITTEN BY <§ALTHOR/S>
WHICH RECENT JOLRKALS REFER 1O <$TOPICS~
WHICH SORT OF «SRETRIEVAL.KIVS> CAN | SEEK
WHICH STORIES ity TME SIGART NEWSLETTER HAVE Betl GISCUSSING <«§TOPICS»>
WHICH SUMNARES DN <§T0P:C5~ CONSIDER <§TOPICS> IN ADDITION
WHICH TECHNICAL PAPERS WIKE WRITTEN BY <§AUTHOR/S>
WHICH TITLES CONTAIN THE PhiASE <§T0PICS>
WHICH WAS Trik LAST ARTICLE BY SAUTHOR/S>
WHO
WHO HAS wWitlTTEN ABOWUT <§I0MICS>
WHO WAS GUOTED IN THAT ARTICLE
WO WAS THIE ALITHOR
WHO WERE THE AUTHORS OF TAAT BOOK
WO WROTE T
WhQ WRGTE PAPLRS CN «§TORICS~ THIS YEAR
WHY 1S THE SYSTEM 50 Si0wW
JOULD YOi LiST UP 7O SEVIERTEEN
wWRITE AtilL OF THOVE
YES PLEASC
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<STNFORMATIONSAND.CONTROL > « JNFORMATION AND CONTROL
<$COGRITIVE«PSYCHOLOGY> « COGNITIVE PSYCHOLOGY

<§THE.WORLD.COMPUTER«CHESS+CONFERERCE > THE WORLD COMPUTER CHESS CONFERENCE

<SATLJOURNAL. « Al JOURNAL

<SALTEXT> = Al TEXT

<STHE s ARGCCIATION«FOR-COMPUTATIONALSLINGUISTICS >« THE ASSOCIATION FOR COMPUTATIONAL LINGUISTICS
<SRETRILVALCANJHEARSAY> = RLIRIEVAL CAR HLARSAY

<SHUMAN.PROBLLIA.SOI VING> « HUUMAN PROBLEM SOLVING

<$RETRIEVALIKEYS> - RCTRIEVAL KEYS
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<$AUTHOR/S> = <AUTHOR>

<AUTHOR> <ANDOR 1> <AUTHOR>
<ANDIOR 1> « AND

OR

<AUTHOR> « ALLLN COLLINS
ALLEN MEWELL
ANN RUBIN
ANTHONY MARTELLI
AZRIEL ROSENFELD
BERNARD HLELTZER
BERT RAPHALL
3ILL WOODS
BONNIE NASH-WEBBER
BRUCE BUCHANAL
CARL HEWITT
CHRISTOPHEN RIESBECK
CHUCK RIEGER
DANNY BOBROW
DAVE RUMFIHART
DAVID MARR
DAVID MICHIC
DICK STITZER
DONALD NOKMAN
GOUG LENAT
DREW F4IDERMOTT
DREYFUS
CARL HUNT
EARL GACERDOY]
EQ fFLIGENBAUM
ED RISEMAN
ELLIOT SOLOWAY
ERIK SANDLWALL
EUGENE CHARNIAK
FEIGENBALM
FELOMAN
LARY HERDPIX
GUORGE ERNST
GIPS
HANS BCRIUINER
HARRY HARKROW
HERER SIMON
HLRBERT BLOCK
HILARY PUTNAIM
HOLLAND
HUGH NAGEL
IRV SORCL
ISSAC ASIMIV
JACK MINKER
JACK NMOSTOW
SALES SLAGLE
JEAN SAKthET
JEFFREY ULLIARN
JEQRY FEHIDNMAN
JOHN GASCHNIG
JOHN HOLLAND
JOHN MCCARTHY
JORN NEWCOWER
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JOSEPH Wi i ZENBAUM
FTIDEA PEARL

KAkt PINGLL
KLLITH FRICE

KEN COLBY

KEN RALSTON
KING SUNG FU
LAURCHT SIKLOSSY
LEE FRMAN
LEONARD LIHR

LES EARNEST
LINDA MASINTER
MADELINE BATES
MARVIN MINSKY
MARY REWBORN
MARY SHAWY
MICHALL ARG
MIKE RYCHENER
MINSKY

MITCHELL hEWEY
NEW(LL

NILS NILGGON
NILSSON

NORI SUZUK]
PANE LA MCCORDUCK
PAT WINSTON
PERRY THORNDVKE
PLVER XUGEL

RAJ REODY

RANAI BANER
RAYMOCND SPROULL
REDDY

RICH FIKLS

RICH SMITH
RICHARD MICHALSKE
RICHARD WALDINGER
RICK WAYiE ROTH
ROGLHT RLIILR
ROGHEK SCHANK
RON Ot ARDLR
ROSENEELD

SCOTY T A KRR
SEYMOUR PAPLRT
SIMON

STEVi COLES
STEVE RELD
STevt ZUCKER
TED SHORTL FI E
TERRY WiNOGRAD
THOMAS MARSLAKD
THOMAS SYKLS
UHR

VIC LESGI
WALLY RHOMBLERG
WOODS

WwOoODY BLENSOE
vOZICK WIS
ZOHAR MAKNA
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3 <$TOPICS> + <ANDORITOPICS>
WINOGRAD'S ARTICLE
1 <ARDWORITOPICS> » <TOPICS
<TOPIC> <ANDOR 2> <TOPIC»
<ANDWIR 25 + AND
OR
k <TOPIC~ - A CA{ MONITOR
3 A COMMON SERSE ALGORITHM
A GANt MODCL
A LOSING MOVE
A MIULTILEVEL URGANJZATION
A PACKET BASED AUPROACH 10 NETWORK COMMLUINICATION
A PARTIAL EVALUATOR
A PROGRAI SYNTHESIZER FOR NEYWORK “ROTOCOLS
A PROGRA (MING APPRERTICE
A PROOI CHiCKER FOR PROTOCOL TERMINATION EXPRESSIONS
A RADIO INTERVIEV ON SCIZNCE FILTION
A REGION ANALVSIS SUBSYSTEM
A STERLD PATR O VIEWS
A TASK ORIENTED DIALOGUE
A THAUMATURGIST
] A THEQOREN PROVER PLARNING FOR PROGRESS
A TIWE DOMAIN ANALVZER
A TUTOR OR 1UTORING ON TV
A TV REPCRTER
ABSTRACTICN
ACQUISITION 0 KNOWLEDGE
ACTIVE KNOW(LUGE
ACYCLIC ISOMERS
ADAPTATION
ADAPTIVE PROCUCTION SYSTEMS
ADVISING PHYSICIANS
Al
Al LECTURCS
ALGIBRAIC RLDUCTION
ALGOL
ALGORITHMIC A{STIHEVICS
ALL-OR- HONE SOLUTIONS
AN ADAPTIVE NATURAL LANGUAGE SYSTEM
AN AGSUMHELY RDROT
AN AUCMATIC SYATEM
ANALOGY 1l PRCELIIA SOLVIKG
ANALVGIS OF CONTEXT
ANALVAIS OF STNTENCES
ARTITICIAL INTELLIGENCE
ASGIMILATION OF NEW INFORMATION
AGGOCIATIVE MEMORIES
ASGOCIATIVE MEMORY
ALIGMENTED TRANSITION NETWORKS
ALITOMATCO DEDUCTION
AUTOMATC CODIRG
ALNOMATIC COMPISTATION
AUTOMATIC MARNTRA GEHERATION
AUTCMATIC PROTRAM SYNTHESIS FROM EXAMPLE PROBLEMS
ALTCMATC PROGRAM WRITING
AUTOMATIC PROGRAMMING
AUTOMATIC PRCOT OF CORRECTNISS

- v » T b
AU CHATIC THICRIM PROVING
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ALUTOMATION
AXIOMATIC SEMANTICS
AX]OMS FOR GO
BACKGARMON
BELIEF SYSTEMS
BINDINGS
BIOMEDICINE
BRAIN THIORY
- BUSINESS PROBLIM SOLVING
2 CARTOGRAPHY
CASE SYSTEMA
CALISAL REASONING
CEtL ASELIILY THEORY
CHECK NG PROCE T
CHIESS
CHESS PLAYING PROGRAMS
CIRCUIT AKALYSIS
COGNITION
COGNITIVE ROBOTIC SYSTEWS
COGNITIVL SCICICE
COMMON SIENSE
COMMON SEISE THEORY FORMATION
COMPLL X WAVEFORMS
COMPUTATIONAL LINGUISTICS
COMPYTER ART
COMPLITER BASED CONSULTANT
COMBUTER BASTD CONSULTATIONS
COMPUTER CONTROLLED MANIPULATORS
COMPISTER GRAPHICS
3 COMPLITER MILISIC
COMPUTER NETWORKS
COMPLTER VISION
CONCEPTUAL DESCRIPTIONS
CONCEPTUAL INFERERNCE
CONCEPTUAL OVERLAYS
CONSTRAINT SATISFACTICN
CONSTRUCTING PROGRAMS FROM EXAMPLES
CONSTRUCTION OF PROGRAMS
CONTEXT
CONTINUOUS PROCESSES
CONTROL
COOPERAT G SDURCES OF KNOWLEDGE
y COPVING LIST STRUCTURES
- : CURVED ORIECTS
CYQBIHNETICS
3 CvCtLIC
CATA BASES
DATA BASFS FUn INTERACTIVE DESIGN
DATA STRUCTURES
DECISION THLORY
DEDUCTION
DEDUCTIVE RETRIEVAL
DEROTATIONAL SEWMANTICS
DEPTH PFRCEPTION
DERIVATION PLANS
DLSIGN
ULSIGN AUTOMATION
DECIGN IN THY ARTS
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DETLCTION OF LIGHT SOURCES
DISPLAY TERMINALS

DRAGON

DRIVIKG A CAR

OYNANIC BINDING

DYNAWIC CLUSTERING

DYNAMIC PROGRAMMING
ELECTRONIC CIRCURTS
ELLCTRONICS

ENGLISH

EVALUATION FUNCTIONS

EXPERY SYGTEMS

EXPLANATION CAPABILITIES
FABLES OR FAIRY TALLS

FEATURE . ORIVEW SYSTEMS

FIRST ORDER LOGIC

FORMAL SEMANTICS

FRAME THEORY

FRAMES

FRAMES AND THE ENVIRONMEKT
FUZZY KNOWLLDSE

FuZ2ZY PRCOLLIA SOLVING

GAMI OF POKIN

GAME PLAYING

GUNERAL PURPOSE MODELS
GERERATION OF NATURAL LANGUAGE
GEOMETHIC MODELING

GO OR GQ-MOXL

GOAL SULKING COMPONENTS
GRAIN QF COMPIITATION
GRAMMATICAL INFERENCE

GRAPH INTLRPRLTABLE GAMES
GRAPH MATCHING

HE ARGAV

HETERDSTATIC T ORY

HLURISTIC PROGRAMMING
mEGRISTIC TECHNIQUES

Witk CLItABING

HUNAN BLIsAVIOR

HUMAN MENORY

KLUIMAN Vi5I0K

HYPOTHERIS FORMATION

IMAGE INTeNSITY UNDERSTANDING
FLIPROVING PRCIRAMS
INDUCTIVE ASSTRTIONS
INCUSTRIAL APPLICATION
INEXNACT RIPR{SENTATION
INFERENSE

INFEKENCES

INF ki WTIAL QUi STICH ANSWERING
INFCORMAT.ON PPOCESSING UNIVERSALS
INHERITANCE OF PROPERTIES
INTELLICENT MACHINES
INTENTIONS

INYE RACTVE DESIGN
INTERNACTIVE KNSWLENGE SYSTEMS
INTERACT VI FROGRAM SYNTHESIS
INTERPRITIVE SEMANTICS
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INTGHATON
INVARJANRCE FOR PROBLT A SOLVING
INVARIANCIS IV THE PERCEPTION OF FACES
INVLESTMENT ARALVSIS
ITLRATION
KNOWLI DGE BASE() SYSTEMS
KNOWLLOGE SYSTEMS
LAMIGINA CALCULUS
LANGUAGE COMPREHENSION
LARGUAGE DLSIGN
LARNGUAGE PARAPHIIASE
LANGUAGE PASCAL
LANGUAGE PRIMITIVES
LANGUAGE UNDERSTANDING
LARGE DATA BASES
LEARNING
LINEAR LEXICOMITRY
LOW ORDERS OF RECOGNITION PERFORMANCE
MACHINE INTELI IGENCE IN MEDICAL DIACNOSIS
MACRO PROCESSING FOR AN ON-LINE NEWSLETTER
MARAGENE N INFORMATION SYSTEMS
2 MEARS FCR COMPUTER MOVIES
b MEDICAL CONSULTATION
MINIVIAL SPANNING FORESTS CR TREES
MOTION IN SCENE DESCRIPTION
NEHDRAL NETWORLS
HEAWSILYTER REPCRTERS
NONDETERMINISTIC PRGGRAMMING
OB.ILCT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES
OBJTCT MARIPUIATING ROBOTS
OPERATIONAL REASONING
i3 OPTIMAL PROBLIN SOLVING SEARCH
OPTINMIZED CODE FOR THE TRANSFEN OF COMMENTS
PAPRERS HY RILL wOODS
’ PARALLILISK I PROSLE I SOLVING
3 PARTIAL EVALUATOR
: PATTERYE DIRCCTED FUNCTION INVOCATION
PATTERN MATCHING
PATTERN QECOGNITION
PLRCEPTRONS
PHOTOLRAMME J oY
PICTURY RECOLNITION
PLAISNLR. L §iTE LANGUAGES
PRUDICATE CAt CULUS
PRETLKYLTING SEMANTICS
PRICES TUTQ#I M
PROBLE M SOLV LS
PROCLOURAL EVINTS
PRODUCTICN GVSTEMS
PRCDUCTIVITY Tt CHROLOGY
PROGRAM VER)HICATION
PSYCHOLOGY
RECOGNITION DEVICES
REPRESCRTING REAL-WORLD KNOWLEDGE IN RFLATIONAL PRODUCTION SYSTEMS
RESOLUTION THEQREM PROVING
RESOURCE LIIMITED PROCESSES
RETRIIVAL

ROBOTICS COOPERATION




RN E ACQUISEYIEN CAPABRITILS

St SEGRE NTATINN

STLIANTIC LTS

A SERIGNTIC RETWORY

STHANKNTIC 1 TWORNKS

SENTENCE MEARING TN CONTEXT

SINTENCE MEARING [N CONTEXT

SCRIAL PATIERN ACQUISITION

SEVERAL (OALS

SHAPE GRAMAKY

SHAPL [OPDLOGY

SiNith TAREGUS AUTIONS

SKRARING SKAGOLS

SOTTWARE iKTLRKRIIPIS

SPEECH UNDIRGIYANDING

STATL DLSCRIVIION MODILS

STOCHAGTIC MODILING

STOZAGE RIDULTION

STRUCTURTD PATTURN RECOGNITION

SYIAUOL MAPOEG Tt BASEQAL L
SYIVCHRONIZATION OF CORCURRLRT PROCESSLS
SVRTACYIUC B VT

SYNTAX

SYNY#E i OF LinG DRAWINGS

TLLEQUDGICAL #i ASONING

TERLCDRAL SCENE ANALYSIS

TeXTLRE ANALYSGS

Tht ARVICLE BY ALLUY NEWELL

T RAY AGFA CIRUAE

Tig RUKKL{IY QLHATE

Tht COMELIERS AN 1R0UGAT AWARD

THE DATIR CF WORLE COMPUTER CHESS CONFERERCE
THE DEOLCTivVE PATIEINDER

Trp SREYTLS DEdlt

THY ENVIRONLaE !

Tob FFOERAL L00IUIAL SYSTEM

T GAKE OF PCXLR

The HISTORY GF Al

THE HUNG®™ LONKLY

THE TRSANE nlLRISTIC

THE LARGLAGE PAGCEL

THE LOCATIONR GF OBUECTS TN MAGAZ S

Tht LOGICA: REOCTICN GF LIST DATA BAGES
Trr MMFTA SYSBDUIC SIMGH ATION §F MU TIPROCESS SOFTWAKE
Tra, MUTARAT A L TICS GF NGIST GRvLISP2
Thip NOVWANATION OF NOMINEES Y A NATIONAL NOMINATING COMMITTEE
Tri ONTOOTRY G 10K-INDERVLD0NT SUBPROBLLMS
Thi PAFRY SinG: ATION OF FARKANQOIA

Thi PERVGCAVAALST OF PATTewis MATCHING RULES
THiF SIX Sovi iy TIGHT Nind GAME

Thi STOCKN MARKEY

el SIRUCTUTT OF ANY VARITIY OF COMPUTEIR TERMINAL
To FECet 1 TS PROLKAM

Trd WA (OGIC OF PROGHAMS

TRl DG RNIENAL MBS

Tt CoNi RV

Yardi OB SPaCh HGohlS

TROUBLE SROOTING
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UKDERSTANGING

UNITORM FROOT PROCEDURLS

USING S-L-GRAPRS

ViSUAL COMMIINVITATION

VISUAL PLANES IN Thi RECOGNITION QF POLYHEDRA
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IV. COLLECTED PAPERS

A «ctection of papers, all of which apprared in the Proceedings of the IEEE

Irvterastional Co.iference on Acoustics,

Speech, and Signal Processing, Hartford,

Connecticut, May 9-11, 1977, with the exception of the last paper, “A halting conrdition
and related pruning heuristic for combinatorial search”, which is an unpublished

working paper.

A FUNCTIONAL DESCRIPTION OF THE
HEARSAY-[l SPEECH UNDERSTANDING SYSTEM

Lee D. trman

Ceparimant ot Computur Science

!

Carnegie-Melion University, Piltsburgh, Pa. 15213

ABSTRACT

A gescription af the Septemher, 1976, version of the
Hearsay-ll system s given al the wnowiedge-sourca level,
indicating the act.ons ot eacn knowieoge-source and the.r
interactions

WTRCCCTONM

Tne KHearcay-li sysiem sas peen describeg eisewhere in
termes of :ls system Organizaton, inr.uding the mode! woich has
driven that desgn [leRs7%9, ErMu75, FePa?6) Also, the
‘ndividud’  mnowiedpe soueces («Sc) n~jve been separately
reported on .n getai. In this gaper, a gescrplon of the
Septenmer, (576, vercion of the sysiem s }wen in 'erms of
the functions an® interactions of the K§ This does not
ncivde @ descr:piion of how this configuration 18 reahzed
within the generai Hearsay model and hearsay-ll system, nor
does it incivue many detals of the inner workings ol the KSs,
or comparisons of Hearsay-1i with any  ther systems

The tazn f0r the sysitem 15 to answer questions about
and rctr:eve documents from a ¢orcction of ¢compyler science
avstracts tin the ares of artificial ntelligence) Exampie
sentences are:

“Whicn apscirac's refer 1o theory of computation?”

“List those articles.”

"WFatl ha:z Mnsky wrillen since aineteen seventy-four?”
The vocabutary contains 10, words n which escn extended
tcrm ot a root, &, the 2iurai ot 3 nour, 15 counted separately,
-l appears). Tioe grammar which geiines 're lega' sentences
> coniext free and inciudes recursion.  The style of the
gramraar 15 such that there arc many more non-lerminals than
N convent:onal syntactic grammars, tne information cortained
" the grealer aumber of noaes grovides semantic and
pragmalc constraint within the grawmmahicas siructure. For
example, in piace of ‘Noun’ n a -onvertional grammar, this
grammar 1ncluoes such non-terminas as 'Topue’, ‘Author’, "Year',
‘Publisher’, ele

The grammar a.0w3 €A aCd, 0N lhe average, 13 be
1a'gwen by .everieen otrer wdrss of the vocabuiary The

i Tiul ween was supporlec Ly tre CUelense Advanced
Su-marca Zro.ecis  Spengy  (FA4822-73-C.00748) ard s
~onlored Ly e Air Force Ofhce of Scentilic Research.

2 rencolortr, 3 cesce otons are ncerstood ta aocly to the
Sepiemner, 1876, syv'em

standarg deviation ot tris mcasure s very high (aboul 51},
since some words can be foilowed by many others (up to 300
in several cases) For 'he sentences used for performance
lesting, 're average iengih s seven words and the average
number of woras that can foilow any mlial portion of the
sentence s {hrty ~fgur

The Seplewher, 1976, corhiguration of the system
recognizes aboyl 807 of s test ulterances (run bling; word-
for-werd correctiy, with asout 907 of tne u'terances veing
interpreteg semant.caily correcl. ’

IGHAL ACGUTCITION, PARAMETER EXTRACTIDN,
ATICN, and LARC.LING

An anput uiterance 15 spoxen nto 8 medrum-guanty
Electro-Voice RE-Si ¢lose-speaing headcet microphone in 3
fariy noicy environmen! (>65 db). Tne audio signai 15 iow-
passed friered and 9-bil campico at 1C KHz. Al subsequent
processing, a¢ we. as controii.ng the A/D corverler, 's aipitai
and s done on a tme-shared FDP-10 computer  Four
patameieis (catled TIZAPDASHT) are derived by smple
2:20rithms operating Jircctly on the sampied signai (GoZa7 ™}
These parameter; are exiracled n real-time and are imtially
used 0 detect the beginning and end ot the ulterance

Tre ZAPCASH parameters are next used by tne SEG
wnowleage -ssurce as tre bauis tor an acoustic segmentai:on
ang ciassilication ot the ullerance. This segmentation s
accomehishee by an derative refinement techrique: First,
slence ‘s separatea from non-silence; Inen, the non-silence is
broren down into the sonorar! and non-sonorant regiors, etc.
Erontually, fve casses ot segmanis ate produced: ceence,
scnorarl  peak, sonorant non-peak, fricalive, ang  flap
Rss0cated with eacn classif.ed segment s als duraton,
anvcowule arpituce, anc ampntude refalive 10 1ts nesghboring
segmer’s (e, ‘ocai pesk, 0cai vawe, or plateay) The
segments are contiguous and nOn-overtapping, with One class
gesignation far each.

Frnaily, tte SEC (S does a finer labe'iing of eacth
segment Tre labeis are ailsphoric-tihe, inere gre currerl, 98
o! them Eacn of the 98 1a0es 's detnec cy 2 vector ct auto-
correlaticn  ccefficenis  {I'M7E,  These lempistes e
generated trom speaner-gependent !ra.ring dala thal have
been nana- abened The result of the labeling process, wmch
matehes 'he cerlral portion of eacn segmenl aganst sach of
the ter:pizies us.g ime itaaura seirc, 15 a veclor ol 33
aumoers, tre IR aumoer s an estimate of the (regalive ‘og!
crobaon iy that the segment represerls an occurrence of tre
TR al'onhpong n lne 30e. set.

Reprinted tfrom 1977 I1EEE Conf. ASSP, 799-802.
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The  Aca. gemeraln Tt wordt, pallorm-op, i
accompusnec by A th-ce-slep contes.
sel s nz lre abenad ce-ments ac apy!, tne FOM

nnowledge rourze (SAWaT6, sararales nypotreses 107 ikery
syilaDie ciasser  Tris 1§ co=e n, trst aoenhiving syilenie
aucie: and ‘he- “careng” outward from eacn nuceus The
syllabie-Class paraing .s driven Sv a orobapihistic “grammar™ of
“syliabie-ciats - segment” preduct:ons, the rules and ther
probaoiul 8s are eatmed by an Dtf.nme program wrich s
‘rainea or carg-.atered Jtierances  (Tre current lrasming,
AM N L sS0akeT-gezenoent, 5 6.0 33 ulltrances tontaming
avoutl 360 worg !skens.) For €ach noclews posilio=, severa:
competing ¢ haoie-class hypotheses are generatea -~ typicaily
three 1o eght

The syi.adie ¢.3sses are usea 1o h,dolnpsize wWorgs
facn of tre 0.1 words n the vocavwary s spec:hied Dy 3
pronunciation gcesce:phon. For worgd nypathesiwzation purposes,
an nverted for-y @t the dithionary s sept, in o wituinh there s
ass0¢:ated with eac: syrfabie-£7ass ar e worgs ~"n have
some ororuns.at 30 contanng tnal sy-dpie-c ass The MOw KS
SeWETB] core WD eac rypolnes lec syi'ao'e L Vis and
generales wCrd 1anarales from among 1nose #0r0s C3ataung
that s taote-class  For each word 'rat o muili-gy 3t ot
're <..30:08 0 one Tf the proruccial.ans must malc andve a
Tvprizar e, 50 worz: ot tre (Qii-acro wocabuary

tnresroig
are gene:alea i €agr syiaoie Mg, TCI 0N

Finatiy, ire ge-eralea word carondales are r2'ed a~d
tne - begin- ang  eng-hires aagusiea by the wlZSRD
rnowizoge source (MeWe77%  For each wora  n lhe
wscataiary, WIZARD has 3 melwo'n wich agescobes (he
pocsibic pronunciat-ans  This rating ¢ caicwateo by fincing
tne path through the networa whick cest matches the 120e ec
segments, using the astances assoc ated with eac~ -2be. for
eacn aoiverl, the rating o iFen e g rorence
Detweeon this Ses! pain and 'he seg~

Tre resuit of 1ne word pgeocess.mg s0 far s < sel of
worgs  Each vord .ncivges a Teg -~ e, a7 eng-’ A, ara a3
confgenca ratag A& PpOaty XS, e od WORD-CT. (nore
contrgi’s, ceimc!s a sudael ul these «~07as, baw o on ther aes
and ratigs, & De ryvecites.zed, ! as fhese coiociet word
hypolheses tral foem mycs of 're tase ‘or tre Tltop-ero’
process:ng  trat rosx  geg s T otavy, ihese  seleclea
f E0tReses Al Lae anaut T6T 30 tte wOrds atluar. epleon

e, “correct’ wers RS- PI SN ST
=ypothess ha:.~g a ra”ng wais ra~ss ! on ine 3varage soout
wenty-fiie 2+ sO

nrpe. a5 cornares o the fve 0
RypQireses wnoth limroele ain e, wr¢h sgmfoantiy
overlap !« lLme-  Tre rer-sgellec wOrgs ate relaaed

inlerna.ay by WCRC-CTL for posnic e ‘ates hypothes.zaton

egt. a r ~a‘ute vers dn ¢t 're =AREY

3 WIZARD ¢ n
speein recdft Lon s, 5iem [ 0maT8], exces! lral Lo mas Sre

malanes 10r parh woee 1 aa ore relwdrs acln an

P IRUARL THIE IR Tatd el gl

TQP-END PROCESSING

Tne wWOSEQ xrtw eape source {ce5e77] nas the 0D of
senerati=g, from tne werg hnslheses gerceratea boltor-up, a
snall set (Gbout three ‘5 'en) of wCrg scquence hypotheses
€ach ol trese sequerces, ¢ uilands, Can be used as the basis
tor expanc.on iato larner :tands, hopetfytiy cuiminating in an
n,e0ihes < 1t-al spats e ectire Giterance Multi-word (stance
are useda ralrer inan see-w0rd s.ands because o! ke
re.al ver, poar ewao . 8’ ratings Cf Lingle words as web as
the hirvigs syrtochic coretrani suppeec Dy sing:e wosds

WCSEGQ uses two kinds o' knowiecge o generate multi-
word s:ands.

A taple der..ed from the grammar indicates ‘for
@sary, Orge:ca par of worgs in the vocabuiary (1011 x
i01.) wheirer thral pair can octur in thal arder in
som2 septerce ot the dehined anguage This binar;
tanie (umizh contaime aboyl L 77 “1T6) thus oetines
“iarguege ea,acency’

ALZusil Snoneli wncw.edge, emdoced n the
JUNCT KS s app 20 0 pars Gl wors hvpotheses ana
5 owted 10 oec.ce o fral par might Te cOns cereg o e
ti~e-ad.5tent A tre uilerance.  LUICT  uses  the
sifoonar, .78 30075 ana exdnines Tre canments al
Canflore ol O 0vrap) i mar mpls decs e

WOGES takes 'np hugrest-rated singie  words  and

ga-erales ~uil -alird seq.entes by Cxpanding hem wilh Sther
~ycoires.2ed worgs trat are poth 'me- ang language-
2c,aces’  Tre expans oo .5 CONrQe20 D, hewrislics bascd N
e mur ner ano rategs of compeling word nypotheses  The
pe-! Q! lhese worss seawerces (which otcas:icnally incedes
single ~ords; a’t ~ypoiresized

The {ep-trd £-3¢ess ~g 5 Sfaried by lne creat:cn of
trese worc-sequence ~.oolreses. Subseguertly, WOSEL ~ay
genercle astilicra nl pothases it ire recognilion process
cwems ~21 10 be maang Srogress Daied on Ihpse areany
nyuotres.aed. Tnese  adaonan hypotheses may nclude
srortes. cocomposea versons of sore of Ine or.ginal ones

cfrrp Dars me
PRl s S

Sezause the sytact £ conslrainls ysed intre - °r ' on
Stoire aCrd toguenc?s are SN par-wise. @ sequence iorger
tramn tw> worcs ma, -0l oe syrtactitaily acceptad's. A
cImoerent of tre SSE§% 93yTT, HalnTT) ncawiedge source
L3N parce 2 wiig sea.cenié G artirye, angin, unirg the t
(Srelranis goeeor by lte iargaage  iris pars:ng odes nol
requirc 'ral (he worg seguence form a coionecle non-terrunal
notne grampigr cof 10a' Inn cegquente Le serience-.mii i Or

ocIuf cort gususly
age It a seg.erce
es.c -z marked as
created

ceste~ ¢t ma. ety 13t lhe words
LrTwce nos0re Lentence 0 the rany
“yagsimec s asec ec zatce, "re hypcl
Tetecten” Ny prrase n.colhess s
F550C A2 w ik tre prrase nycothes.s (s the wora seguence of
2§ Iomeoc.eu s wen as ~lorm3ation aboul the way icr

r2twite,  a

»a,;5 he w3Iris parsed



Ward Pred.cl.ons from Prrages

Andtier 10-~sonent ot ine S1S5S mnow-ecpe sdurte Can,
tor ar, phrace SypcCinesis, generate predich:ons of ai words
wIHCh (30 muedately presece anc a. whitn fan immesiater,
toiow the parase .n ine 1I3nguage 0 CGing he comzutation tc
senerale  !mese sreachians, the K5 cses  the  oarcing
information aitecea 10 the pnrase hyoclthes's by 'he parsing
component.

Worg Ver.f.ral:ion

An atier st s mace 16 cerfy ‘re ex:ctence 2f Qr reject
each such pres:ted word, n the context of Js sreaicting
prrase If verheo, a contigerce ratirg for tre wora must also
pe generated. First, :f the wOra has been hypotresizeo
orev:ous’y and passes the test for lime-agjacency (by th
JUNCT KS), it is markeqa as ~er.f.ed anc ine word nypothes:s s
associated with ine precict:on  (hete tmat 3 single worg may
LS bactae  assoc:ales wih several iferer! phrases)
Sec0nJ. A searui L mage Of Ina wmlerra <iCo e O WCRG-CT f0
cee :f 'he can~taale Jan De mglches o, A pravious ¢ generaleg
(ancizale which nag ~ol cee~ n psitesczec  Agan. LLNCT
makes a ,ccaTent asccut Lve-agjacency  Finane, WIZARD
corpares s worg-prinuncal.on “elwdrk 10 the ceg~enrls n
an allempl 15 venty tre preygcion

For eac> of ""ece airlerent -~ 35 of vertraine ire
aDLroemats besn-l ~g fand-tnet 2 e wntg peng Dredicien
1o tre righl gl of the pnrase s tanen o0 be !ne end-lime
weg'a-time! O ire phrase re eng-lme :deq.n-h.me} of 're
pred.oled #0rg s rol xnown and -n o tact, ore requirement of
tne ver ficalion step s tO gereraie an approxmale end-lime
tcegin-tima) tor the venhed woro In gene-a:, sewveral
atierent “verzigns® ot the werc may be gererales whith
d¥er primariy A iNere end-tras, sace no coniexd 0 the
s.akt Jdeft) of tre crecicted wors s giwen, severd ctferent
estimales ¢ the 2ro roog:nng; 0! ™2 wOrg may e piausiole

Taseq <Olely Oa Ihe segmenia ~ntormaton

Word-shease Coazalenat-cn

for cach var.r.go word anc «i¢ prod:¢i-ng pNrase, a new
arg  -onger  Chrase mMmay ‘e ge-erateo Ths process,
aclompiirea oy & -omponen! St SALS s ~lar 10 ‘re Woro-
Sequence -acopnil 9n camosmenl
3t the ©frZuid $Prate aug™0 03 o0 TTe newiy ver t pu wirg
Tae extescey pnrase (s Inen NypJites.leg ang reudel 3
rating nased On trg ratngs o' 're worcs thal Tomogse «l

e’ pary ~f, 'he wores

Comoiela Serle=ceq 37g =213 O tee A

Twd unicue "word™ hyolihese:s are generatsy hetore
the {ret ang a“'oer the fas! segmen! o' 'ne ullerance 13 geng!

2erin end eng 3t L''erance. roirective y  TPEse same wares’
20 rladed n e 5y0ls 20€¢t ¢anon o the .arng . .:5e ana
cogeer a5 ime t.rnloand as! Cermimas 0! cpvety corotle

sentemce. Tris, any ~ertes onrase ‘"al rliLoes ‘rese 3s ls
axt-eme :g-stluer's s 3 SO ele certerie and fpans (nhe
entre olterance  Sug 2 ser’enie cecores 3 ¢antzate tor

celec!.or as 'he sysiem’s reco il 50 roaud

D genea. tre LSnItel astt it R stralei =< 00 rO!

guarantec @l tne iy sueh compiele Spanning hypolnhesis
ISud wed navt die noghest raling 0 @ pIssole spanming
centence Ropdireses TRal mgal pe tound it tne search were
ancacnt [0 continLe, SO [re system does nOt jusl stOp w.!th the
s Ol such an

Ry BOTE S AT 0 G 10 ryre fram furirer ¢onsigerat.on ot er
cartia Dyodireces woo o because St otre.r iow ralings, are
snukels 10 pDe exlencésc 0t spannng hypolbeses wilh
cat-n3s  higrer inan inp Dest aiready-oiscovered spanning
centance. Trus neuristic pruning procegure 15 based on lhe
rorr: 94 Ina rat rzs funct.on (1e, hOw lne raling of the pnrase
¢ geres irom In corsti.ent wordsi. Tne pruning procegure
¢onsigers @ach sarlal prrase arc uses the ralings of olher
&7 n,potnecss in ine L.ove arcac nOt CGvered Dy the phrase
'S geterraire ot the phrase mught 0e extendaDie to a parase
ratec r.grar than he spann.ag nypothesis; if nol, the parhial
Tris prup-ng process and trs rating and

et Gre gereralad smaaLr e cnaratienss

r

prrase s oruned  n
ha:ting oeucies ase distussed in (HaPo?7])

Tue recogntor processing finaly btaits in one of two
ways: Fuact trere may e no more paclai hypotheses left 10
torsaee for greaittnz and extencng  Because of the
(arnalcrcs 3f ire grawmmar asa tne ikelinesd ot finding
2070 prewct oo iral .4 raieg 3! icazl avove the absowle
ce nTt o Inees S S t0.n form of tereral.en happens when the
Crunan DrocedurC N3t heen elfective and has eliminateg all
compctl.inrs  Seccra, tre expendituse Sf a precefingc amdunt
e Or space) 350 halls the
a t--camnlds Loed ace sel

' cSmDuling resdufras

TR

5 frepn, T

ACCTSIGNZ TS 1T LAY o Twimence OF lre sycient {0 s.ar
cantences e, ! tre geen lengih and Over the same
SGLADWIAT  ANT St eM ar

Cnze ire rocognnon process s hated, a seection ot
one or more phrase Ny potheres 1s mace 10 represent the
resel Il at 2.2t onme spannng sentence Nhypotresis was
foury, tre nonest-raled such rypoines.s s chosen; otherwise,
a seoctor b sevcra- of the nigrest-ratea of the portal
prraso Fypotreses s race, 3.as.ng the seachion 1S the Orgect

Soes whoidenn L oo ap vn bmed the ¢ast.

The ISp-erd priivusing Sgeradi sis ndisce (3) word-

emprat 0r, 1D 40°0 sequencs  parting, (¢) woro
caion, and {e) ~0'c-
arg (d7 are the ~o=t

A3 S_mul” 0 e

a
CiQU TLOR 17 0m CUrases, T w3rd ve

enot ot itese 195, )

e s onner s, the?

‘0 Cr geriziaen Al va-ous p.aces o ihe
wilesamge Goopito, s ot each porl o tne .rofessrf o of
witch 0 lmese a¢s Gr: 2o per-fare s 3 pragiem of comnnalernic
2 the erec.lOon O each ation will, .n general,

LI TR
gererate ~Cre Suc” ALo7S ‘e Le done

S

15 ranne .5 procem, fre reatsay-il system has 3
cratisiCa, nmeled SCCCu-er (MAFOT7) wnith (2icuiales 2
©e0rty Cr cary acion AL s2eol's, al each lime, the waiing
aclor w' 're agrec procly. Tre pr:0n'y caicuialion
teale tre sefu-ess of re azhor on Gt ing
<o Of rectgriz g ihe ullerance. Tre

atte—nti

citsater s ~*orntalion spec f ed when the a¢! on 5
trezeres zxamgu . tre wor@d verter s iniggerec

wnCrt wm Ao, 278 BrCo iea from 5 Dhoase hypotresis, tre
Ato--ial.gn satted 1T TU0 TUcCuer n Crser 'o relp zaic.ate
tre 2ar.ori, of T mLlaet 2o ©f ire cerher ontiudes such




things 3s tne time and rating of tre oreaicting prrase and the
number 3! words predicted. in agc.lon to tre action-specific
.afermalion, 1ne cireQuier weeps traca C! the overali stale of
tnn sys'em n te ms O1 lhe xinos anc Gualty of hypotheses n
eacn irme area

INTERPRETAT O cma RESPCHSE

The SEMANT knowleage-source (HaDi77] accepis tre
word sequencets) resuit of the recogmi:on process and
zenerales an interpretation 10 an unampipudus format tor
inferaci:on wiln 1he 0ala base thal lhe spejner is querying
For exampin, the sporen santence

“Whnal has Minsky written since 37477
15 represented in this format as
Tyge: SREQULST
Subltype: SCQUIRY!'ALTHSR DATE
[Cale: >1974, Author: "MINSKY™]

The 'nlerpretation 's censireciea oy actions associated
aith "cemanhicaiy oteresting” the parse
treets) of |he recogrized saquenceis). if recsgnit:on resuits in
two  Or mare parhiai segquences, SEMANT  construcls @
cons:stent interprelalion baseo on ai of ire part:ai centences,
taming 'nio account tor cach partia sentence ils rating,
lemporal poOsi.ron, ang corssiency (or compet.liveness) as
compared to tre other part:a- senterces.

nor-lermmalg N

Tne {0!3C0 wrowledag2-tour: accepls the
fermaitea interpretation of SEMANT anc proguces a response
the spoavwer. Thig response s often the dispiay of 2
ce.ecled pori-on of ‘he quer:cd cata vase in craer 1o retain a

Cimren
malIT)

ta
S

conerer! interpreiation across sertenzes, LiSCO has a finite-
stale model of t-e discOQurse wirich s updaled wilh each
nteract:on.
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SELECTION GF wORZ ISLANCS

IN

THE HEARSAV-1] SPEECH UNCERSTANZING SYSTEM

Victor Lesser, Fraderwek Hayes-Rotr, Mark Bunbaum, Robert Cronk

Deparzment of Computer Scunce
Coarnegie-Mollon Universiey, Patsourgh, Pa. 15213

In Hearcay-Il, a word recognizer hypotnesizes words
botlori~up from acousfic data Usuady many comoehiag
words are hypothesizea tor each time interval ¢f speecn,
with 1he corroct word rareiy lop-rankea. Due o the
unreliable ratnngs of words ana tre .mited syntache
consiraint suppiicd Dy singie words, tre use of s:ngie-word
1stands would cause the recognition system 10 expiore many
blind alleys before abandoring an incorrect :siand.  In
addition, the muitiphc.ty of worgs manes the parsing of il
possible word sequences extremoiy tmeeconsuming. The
Searsay-ll 1sland seiection strategv uses (1) nnowiecze of
whol word adjacenc.es are ailowed by the grammar, (2}
analysis of acoushic data at tre ,unciires belween word
hypotheses, and (3) heuristics bazed on the numper of
compeling woro hypotheses, 0 !orm muili-word :slands
which the syntax-levei kncwieug® sgurce first checks for
grammaticaily and then allempls 'o exlens 15 ftorm 3
compiete reccgnition

INTRQDUCTION

Conventional sirateg-es tor controiing the searzh in a
continuous speech understarcing system tan inlo two maor
calegor.cs: left-to-rghi {HA3PY {{cwerre, 1376]), nearsay-l

[Reddy, 19731 anc siang-driven (X0 [Paxton, 1975,
SPCILIS (Wooas, 1975), reassay-ii {lesser, 1975}
strategies. In lhe ieft-to-r:ight stralegy, as he name
implies, the sear:h a'ways oegins 3 the start ci the

utterance and cort.nues to extend .1 a reft-1o-right manner
each parhally hypc'hes:zed pnrase tha! asgears p.ausidle.
In contrast, tre 1siand-criven stralezy, belore began ng the
process oOf phrase nypolrec:zat on and exterscn, Hirst
performs a scan 0! the enhire Li'sra~ze «n an atiexpt to
spot likely words [Sewlh 1976, Kovstag 1976} e cest
words found n trss phase ara cosern 35 the iriha prrasa
hypotheses ‘or tke seccnd pha<e ot the searcn. n lhis
second phase, a parliai ohrase zncsen tor turiner extensions
can be extended by precict:on ot grammalcaty legal wore
extensiong 0n either tre iel' or » 5ot or .0 Goth J-eclions,
depc ding, for instance, on the constrants gven by 'the

This work was susoorted 1n oart by rhe
Defense Advanced Research “7o:-ects Agencw
{FLL620-73-C-2674) ang 1s zouizdred Sv tre
Altr Force Cffice of Scilentific Researcn

Reprinted from 1977 1EEE Coni. ASSE, 79

Brammar 3bout which dirgction hys lewer extansions (see
Hayes-Roth andg Lescer [376. Parion and Roomson }975,
and Woods 1976 for 3 discussion of techn.ques 'or (hoos:ng
trhe next hypolhesis {0 extend) s stralegy aliows tne
phrasal hypotresis 1o te concalenaled with existing partial
phrases 1o construct new, entarged nypothesass.

The aovantages of the lell-to-r:gnt strategy over the
more soonist,calen 1siand-driven sirategy are mainly in the
arca ot ethciency (1) the computationally expensive worg-
spothing pnaze 18 pvpassed and (2) the application of
grammatica wnowlecze and iho overhead for controling the
search s much less excensive. The myjor c.sadvantage of
the ie:t-to-r:ght scheme s that the beginning of the
stierarce may A0l conrtain very gogd acous'ic 0ata ang thys
ieaa lo inthal worg preaict-ons thal are very poor; in this
case, 1t may be very wficuit 0r 1mpossipie Lif the correc’
«0rd was nol hypolhesizen) to recognize the utlerance.
Tne ma;or advantage of ssisnd-driven sirstegy 5 s
robustness, there may pe Fhypothesized more than one
correct nitial 15'and. and thys there exists mare than ore
seguence of sieps !'D acn:iove the correct recsgniton in
aadition, the 1s1and-driven strategy wouid seem 10 have &
higher prooaoi'ity of starting the searcn wilh an mitiai iciang
trat iz v3io vecause of ils word-spoiting phase howsever,
th.s word-gpoti:rg cearch may not a pdract:ce produce
resuits as vaid as would be expecied because words are
predicted based oniy on  acoustic ¢onstrants; neitnes
grammalic nor ca-ashicuiation constraints are used excopl ot
the beginning ang end of the ulterance. Anolher aovantage
ot the islyng-d-iven strategy s that il can use variat.ons in
ire branching factor ot the grammar at dillereal po-nts n
the uilerance o reduce the space neeced to be searcned

The majwor disadvantage ot bolh of these search
strategies 15 that they are particuler'y sensilive ¢ maor
rating “errors” on cing-e words--cases where 3 vaid word
s rated 10wer tham an invald word in the sare hime arca. If
the correct word in the starting ares 's very paorly raled, s
Dest-tirel search trom the higher-raled a'ternatives wul
ceveiDD 3 very iarge search space, ang bacalracking all the
way !0 the iniial ncorrect gazision wiil be very gxdensive
and untikely

Two means of overcoming this shortcoming ex:st
First, «n the himited-breaaih-first searcn, the N tcp raled
words in an area arg utec 10 pegin searcnes, and a5 'Sng @S
cne of thoge s coarrect, recogubion 5 mOt preciuces T ne
secono altternabive s 10 dentity mui.--word sequentes of
ward Pypotheses that are most probatly correc' 3s (he
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starting slands 1n an slgnd-dr.ven strptery. [n comparison
with single-wora 1siangs or wert-io-rghl s.nzie-word starting
hypotheses, muili-wdrd sequerces ase more reiabie for two
reasons: under certan generazy apricacie conaitions, the
cred:Diity of 2 sequence hypoires.s exceeds 1™al of a singie
worc hypothesis and, seccno.y, the renaoiiily cf a vahaity
rating for 2 sequence 's grea‘er than that ot a single worg
hypothes:s.

To substantiate this conjecture, cansider the tollowing
average rank order stalislics for smtial 1siands based on the
three dillercnt approaches. “hese data wcre coliccied over
34 tramm‘ ullerances, wilh cach 1signd generalion strategy
apphed to all citerances. The average sentence length was
8.5 words. Tne ieft-lg-rignt and !hre sing.e-wors 151ang-
driven strategies have the samo rana order statishz woich s
2.6 (1e, there are on the average |.6 15.an0s wilh ratings
better than the correct one). it s interesting to note that in
nong of the 34 utterances cha the ie'' -to-rignt sirategy not
hypothesize the correct! word 1n the mbliai ullterance
position; *he average numper of words nyrothes:zea for the
inlial posilion was eleven words. The overage rans Croer
statistic for the muiti-..ora 1s.anc strategy, «f one yitergnce
is ehminated 1n which the -ank orcer 13 30, is 2.0, tre
average length of the best correct multi-word istang 15 2.3
werds, where the average numper ©Of correct words
hypothesized bottom-up 18 3.0;

A MULTI-LEVEL [SLAND-ORIVEN STPATEGY

The strategy found to be most etfective in the
Hearsay-ll system (as apphicd 'o a (000-word vocaoilery
wilh an average word fanout of 33) s o serect muili-word
sequences of word hypolhcses as starling siands for
syntax-level processing. Thie sirafegy inlrocuces a3 new
Isvel of hyoothesis, the worg sequence, between the
conventional lexicat and phrase ievels. A worg-segquenmse
hypothess 15 3 concatenation Of one or more woid
hypotheses. In contrast with a phrasal hyprthesis, 3 wora-
sequence hypothesis 18 created berore the syntax-ievel
knowledge source begins its work, and may nol be
grammatical (e, i1t may reprcsent a sequence of words
which does no! appear n any seatence in ine language
defined by the grammar).

The decision to ¢reate word-sequence nypotheses
arose from the realization thal the comownaleriai space of 3il
possitle sequences of word hycatheses, generiled as a
rosult of the word-sootling scan, cen D& reauced snardly by
applying 3 ¢omputationaily nexpensive f.l'er to tre data
This titer s Dazed on simpls mngs of grammal.cal and co-
articulation knowiecge about wnich word pairs ase possibie.
The grammat.Cai cOnslraints are =pecif:ed .hrough 2 square
bit matrix, whase arder 1s the siz2 of the vccaouwary; each
entry {1,;) in the matrix 1ncicates wrether v273 ;) can falow
word « in the grammar. It two wcrds can foliow eacn ofher,
they are calies Tlanguage-adjacent™ The co-articuation
constraints are specified lhrovzbh another square matrix,

whose Order 15 the size of the number o phonemes. Each
entey (i,)) n ke malrix inaicales what !yce of acdustic
segments ars alowed .n the juncture pelaeer lwo words,
the tirst wora encing wilh the proneme 1 ang !re second
word beginning with phoneme | The append:x contains a
morc  detaicd oescrplion of how  ihe co-achics'ation
constraints are mp.emented. ! twO words pass !Pese co-

13¢e

arhiculation constra:nis, they arc card 10 Be “time-a5,acent”
A word-scquernce hypolines.s diways conssls of word
hypothesns whith are pair-wise language-adjacent and
time-adjacent.

Consier 3 p:r of ward hypotheses thal are
language- and lLime-ad;acent. [f iheee 1s a thurd hycothesis
that 1s languaze-~ and Lime-acjacent, either 1 the ief! 3¢ the
first word of the pair or ta the ri2nt ¢ the secona, it can be
concatenated onto the patr 1o form 3 three word hy pothasis
This action of eviending ¢Ouid be rcpeated (letiward and
rightward) until *here were no more possible extens ons [t
there were many aiternalive extensions al each connt, this
process would resc!t .n the creation of a iarger numocr of
parnlly simidr woro sequenies waever, it 12 ¢ipar tFal a
sequence Of more than two woros may nol pe gran.maticai,
sincd  language-a0,acency 15 ocelined ondy between
successive two word pars.  The cetermination of the
grammaticaity of 3 sequence by the syntas-avel knowleage
source 13 a reiatively expenzive operation (between .1 and |
secunds on a2 POP-10 KAOY, thus, there is 3 Bias aga-nst
creating word sequences whch have a2 high probabilty of
boing neorrect.

The tactors which are of 'atorest in desidng whether
3 WOrag seguenc® s good are the ien~~!". i !r: spgeencs, the
ratings of its inaividuai w0rd hvpoiheses, and the aumser of
other word hycotheses compeling (overlapping 1n time) with
each of ther. The best starting s!ang 15 the 'onges! one
which has 3 very high probabitty of being corraci, with
correctness taning crecedence ovar lorgth; correciness s a
function ot both incwvicusl word vahidity raling and tre lack
of simiar aiternative sequences. These comsiderations ied
to the foliowing asigoriinm for sequence craation:

(1) The 30 hghest-rated werd hypotheses anywhere
in the utterance are chosen as mihial one word sequences.
Thoyse with ratings ‘css than seme cutofl are aiscarged
uniess NG 30 wCulig leave less than hive, in wneh case the
five to. » Jres are kept

(2) Each imtial sequence i assigned a compelirg
seauence count (CSC) of 1.

(3) For exch current sequence, the sets of ail worg
hypotheses lefl-{rignt) 1anguage~ ang time-pdjacent o the
beginning (ending) wcras of the seavence are toung. f tre
current sequence has CSCe') and R right-agjatent words
are found, then 3 r:gnt extenson wauig have CSCaiveR.

(4) Only those extensions whose average word ralings
exceed & cutoft grocortional ta the szuare oot of TR are
formed. The dircction chosen tor extension s a function of
C5C count tor tre direction and the vahaity of the h.zhest
word that remaing to be extended in the spectf.c du ectior.

(5) Steps 3 and 2 are redeasled in a recursive manner
until n3 mere extensions can be formed

All sequences tha! are generated as a resull of theg
process which are subsequences of anothgr sequence are
Ciscardad

This algorithm produces a large number of potent:al
word sequences, usuaiiy betwegn IC ang 100 The cost of
vahdating (hem all tor grammahicaity s exnemsive.  Thys,




another levei ot fitermng s perfermec, tasea on a raling
attached 10 2:¢h word sequence. The ralinp 0of a sequence
is an nercasng function of these cuartites: (1) the
durat.or-wui o~led averate word rating, AVESATE, compuied
by summ ng tne proouct (worg's ratirglvinu~ber of sytables
it conl ,ns) Over 3!l woras in the sequence and thea g.vid.ng
by trne number of syllabics «n the sequence: (2} ‘he curation,
DUR, compuled as the percent ot 'he ulleraxe's sylizsies
¢st. ined 'n the sequence; (3) the numuer of words 1n the
secuence, NWCRDS. Tae rating function s

RATE = AVGRATE + 0.1 s NWCRDS » AVGRATE + 0.5 » DUR

The highest rated worg seouence plus word
sequences whose rating S somg eps:idn away trom the
highest are chosen as candidates !¢r turther evalyation in
addition, another criier'a 1S empioyed to choCse sequences
for (urtrer evaivation: if at all potsibie, trere snould be at
l@ast one word sequernce for each area o! ullerance; the
time areas not ¢overed by tre hphest rated word-
sequences are the arpaz tRal are atlercled to be covered
by lesser rated word-sesuences Word seguences not!
chosen by this hilering are ro! ziscardec bu! rather are
neiy v abeyance unbl either processing laler on stagrales,
Or an exishng word sequente cardidate nas Seen ‘ound to
be ungrammaltical or cannGt be successiuiy extenced; in
these cases, lhese poorer-rated seguences are
hypothes:zed for considerat:on py tne rest of ‘he sysiem.
This process of word sequence generaiicn for the 34
utlerances results in an average or 81 nilai ¢ardigales,
with an average ot 6.6 more candicates veing generateg
during the run

The basic result of thit algonithm s the identitication
of seguences of 'me-ad;acent ard fanguige-ac,;azenl words
whase credibi-ty s h:gh. Aithough a ‘arge procostion of
these sequences may nol e grommaticad!. very few h.ghest-
rated sequences are ever »ncZrrect (uaess RO success've
correct worg pairs are hvrcotres.zeal. Fotthermore, the
computation of CS5T b.ases againsi torm g o-g sequences
except wnere lre chance ociurrence of a '3ngUage-adjatent
pawr s smali; thus, in only ten percent o Jlierances does 3
Mmghly -rated :ncorrect  seqeence  coriain 3 correct
subsequence ol length zrealer tran o-~c whit- coes no!
occur 1n 3 longer correct seauence. In tuch @ case, if the
grammalicahily of the incorrecl -o=g sequince 5 re 2¢ted Dy
the syntax wnowlegpe source, & gecd=-osl.on of tne
sequence nNto two mMIx.—ma3. s_S-cqueries CcIors, inese
decompls:tions wtil be "yplines red suoiet.ent st orated
sufficiently ngh  This s a terem of bacal~ai«ing ana,
theretore, 1s subject to the same weakaesses as oinher
backtrach-~g seartn algosthms  in thie case, hawcver, tre
probab:idly of a {a'se 1mita! 59T ~as been 5-ea’, reguced
As @ resull, the chance of a lotaiy truihiess searcn s
correspondingly reouced

The e!fectiveness, -0 terms of Dotk total syclem error
rate and amount ¢ search pertcrmeg, of i=s muti-word
isiand approach Over bceth re ‘etl-ta-rignt a~d s-rge-word
islang-driven strateg-es 3 ~c2alex by locuing stanhishics
the overall error rale to- '~e three sira‘eges «5 677, 477
ang 547, resceclively. in '™e 'ea sec‘ences 'hal were
recogn:reg Corcecliy by a' three sirales es. ‘re average

number of pnrases hvoolres.zea ars 47, 68 ano 08,

respeclively

—_—,

CONMCLGS N

The mulli-woro sequence peneration procedure s a
ke, rnocwledce sources 'n Hearsav-il By expidiling the
‘rdundancy af the anguage lo aenlfy piausioie word
SEQUences ang, inigentaly -~creaning the probabi ty that 3
vand starting island hypothesis will ba more hichuy rated
‘han an incorrect one, this source of rnowiedze provides
very retigble and usatut knowledge 10 direc! the overall
search.  In our ooimonm, this knowledge source v 3
paradigmatic exampic of the effective use of regundancy

and statishicai samphng to achieve 2 recuchion of urcerta.nty
n prodlemy characternzed by fuzzy and part:al intermation.
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PPENDIX

This appendix dascrbes the wero par ag,acenty acieplance
procedure (JUHCT) develdsped tor warsa, -il, the irawicage
it uses, and the current resuts  Such 2 procedure must te
compulationaily ineapensive, makirg decisions on hungdrecs
of paws of hypolthesized woros [t must reiy uoon
knowledge of word junctures anc upon the (nformalion
contained in the segmental transcrplion of the scoken
utteramce. And it must rejec! 35 many .ncoerect pars (word
pars not actually spoken) as possidle, wi'houl re;eching any
of the correct pairs

As tnput, AT receives 3 par of wors hypotheses It it
detlermines, LSased cpcn 'he times associated with the
hypot=eses, !¢ jungt ryres zontaned  the procecure,
snd the segmental descriplion of !ne spanen ultera~e, that
the words are adjacent, the pa:r s accepted »s 2 vald
sequence; otherwise it 15 rejected

The word junctures upon whicth JUNCT must make s
decisions fall within three distinct cazes: (1) Time-contiguous
hypolheses: WoOrds which are  Time  ¢Onlgudus are
immediately accepled by JUILT as 2 possible sayuence; rd
further tests for ac:acency are pe-formed (2) Chve-izpping
hypotheses: When two warrs gve-i2o in hime, yoacture ruies
are apphied a the context of 'ne segmenlai interpretat:on of
the utterance to ceterwine ! scz~ 2 qunactute s a'owable
for the word par (3} Separates ~,potheses: When lhe
words are separated by some in‘erval ot time, rulcs s e
applied, as n the overlap case, .. cetermne wrether the
parr can be accepted as a valid seqience in the ulterance.

The juncturs rutes used by HECT are of two types: (1!
sllowable overlaps o word end- ard beg:n-phonemes, and
(2) tests for azallowcd segments within the word junctire.
A bit matrix of aliowable overiaps s precorpiled 1nts the
procedurs, ¥no s nJered by {re end- and begin-pronexcs
ot the wo g nair  Any Qvariyo jurtture .avoiving pronemres
which are no! allowcd to share segmenis 15 rejecied by
JUNCT In tre sepsration case, as in alowed overlaps, the

segmental descriohion of the spoken ullerance 1§ ssamined
m the contert 0! the end- and Depr-phoremes o the word
pair tC detarming ! any doaliowed se;ments are present in
the jJuncture. |f such segments sre found, the worg paw s
rejectes Only when a word par passes all rure lests whick
aop'y 1n the segments. conlext of ils juncture 1 1l accepted
as a valid sequence.

Exampies of allowable phorsme overiaps are the totiowing:

(1) Allow words to share 8 fiap-kke seprent o cro of the
junciure phonemes is 3 slop (2} Allow nasai-le segment
overtaps 1 nasai-30p phomems junctures. (3) In 3
tricative -stop phore~e  juncture, alow shirng o
aspirations, frizatives, s 'lences, and flap-Lng segrents

Examples ¢! non-allowed segments in 3 junciure are the
fcilowing: (1) Do nct allow a vowel segment in any ,uncture
(overisp Or separa.:on), uniess it s 3 vowel-vowel phoneme
juncture. (2) Co no!l ailow 2 fricative segment in any non-
tricative juncture.

Current Resyits

Stand-aione perfgcrmance evaluation runs were made over
60 ullerances using woras gererated Irom filet produsad by
the Hearsay-I] wcra nypothesizer. Syntactwcally agjacent
pawrs of words whose ratings were 80 and 3o0ve (on a scale
trom O to 100) and whose tinps {elleword end hime and
rgat-word begin time) wece willvn a2 200 miihsecond
interval were considered. Al ot the words used for testing
the procedure werc hygothesizes “dDCUHOm-up~ «n Hearsay-~ii;
no  grammatically based predictrons were used n the
evaiuatior runs. Table | summacizes the cerformance of Lhe
JURCT procedure.

It 15 expected that, as lower-lavel sources of Anowies s
provige ~ore accurate times fer word hypotheses, the ~res
for accentance of vaid word pars mav be tignizned, *urther
increasing the speed and periormance of Hearsay-il

LarRe INCORKFCT 1
WORD £LIRS| WCRD PaIP5 TCTAL
r
ACCEPTED 185 195.4%) 2391 Ll 3079 (w29
REJECTED 5 (2.59) 4224 (59 231 (589
TCTAL 19° 7.5 7312
Table 1. JUNCT performen:e 50 utierances)

A
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ABSTRACT

A key problem !or speech urdrectanding systems ig
the veritication of word hypolheses jere-aled by varipus
owledge sources 1n the <ystem. in this paper we wili
discuss the generat praplem of worc variiicai:on 0 speech
understanding sysiems A cescriphon of nur matching
slgor-thm for word verificahion wnich 1= naced oa thal used
in the KHARPY syslem, a geme¢rai coanccled speed.
recogrtion system (Lowcrre, 1978), s siven  An exampie of
the verification of a werd nycothes's uzing trus algorithm g
presented. Probleme which arose in soprying 1M tecnminue
to vernficalion of \ndvidual words «n 3 connecled soecch
understanding syslem and their solulicns are ascussed. A
perforniance analysis of the veritier .n terms of accuracy
and speed 15 given and directions for fulire work are
inchcated.

INTROQDUCTION

Word ver:fication s the  svaiuaiwon of  word
hypotheses in speech understangng o razcgrulion systems.
The aim 0f trus evaluation 's 1€ Geoige wr M hypoincses ére
worthy of further precessing oy other carfs of the svsiem
This evaluation s generatly performed oy r2asyning how
closely a given word matches s proctinag resresentation
The representation and the mateh of tne zcouesi ¢ sigral may
be pertormed a! various representat:c iewcls such as the
paramelric, pnonetic 2aad <vilabic.  Sine  errors  are
introduced and propagated as informalion 1¢ encoded from
the paramsatric to the svilabic levei, 2ccurate malching
becomes increasingly dithicult at each successve leve!l ¢f
sbstraction. However the computatcn =2 for malching
decreases since thare are lewer maizh eiemanis each
contaning more nformal.on

Wwords may be hypothesized from mary diverse
sources of knowleage not sc'eiy op2sed uoon acdustic
evidance. It 57 !0 82 ¢t the vocapulary $ Nyoolhesizea for
each weed pasition in the ytleramce tine current REARSAY
bottom-uo perfarmance). th: wver:i' ¢ musl diztnguish
between 50 'o E0 campeling word cand. .les \n a 10CO
word vocabutary. Even with tgnificant improvements
word hypoltestzation (e tucresaing  lne  eflectve
vocabulary bycatnesized to 57 per wecrg posilion), as we
move to sysier: with large vcaaby arios { ~158.0CC w0rds
se8 Smith 1977 the number of potertiai verif:able words
rematns quile large.

The verif:er must ass'gn a hhe: hood score which s
commensurate with the malch belwecen tre uncerlyirg
scoustic data and the pnore:.: descrohion af tme wosd The
g§0Qdness of 2 score may be Only le~ip0rary s 3ntianl so
the scorcs should rans crcer the (cmpetifive words 'n any
time area such that |he (Crrecl »0rd s nigr :n the orgering.

Besides this aczeplance criteria, it 13 8l80 necessary
tar the venfier 1o reject absoiulely a large percenlage of
the hypothes:ze¢ words, without rejecting signficant
nymbears of correct words. in order to constrain the
combunatoric cxpiosion of hypotheses at hugher lovels.

THE HEARSAY ENVIRONIENT

Word veriticalica is performed withun HEARSAY [ 1n
the tollowing ernsironmenl. Word cand.dates may be
supplied from a ooitcm-up word hypothosizer (FCMOW)
based on azoushic formatid- o from a too-down syntax
and semantics knowtedge scurce (SASS) based on syntacix
intormation and constrants proviced by the grammar
POMOW (Smith 1976) nrovices word hyacthesss wnch have
reaconanie uynderlyinz acouslic support over a oe'.mis
porlion of the utterywe. The tirmes suppued are ycec to
guide vertication out do not oprecluds change. SASS
(Rayes-Roth 1977} provices words which 20 be
ctharactarized as being syntaclicaliy plausibic in a partcutar
time areca of the ullerance. N0 pruming s pertormed
accorcing 1o tha credibility of tre conderlying acoustic
ntormalicn. Since liness words a'c aways Mypotroszed
based on a previousts verified word or trom the bouncaries
of the utterance, oy one Lime 15 wrown This requ.res 'hal
the veriticr must not only rate the hypothesis, bul myst alsp
predict the mssing bme. [n adeition, sinc2 words may be
predicted (0 the left or right ot a verified word, the verifier
must have the abil.ly !0 mal¢ch words in both cirecliors

HEARSAY operates ynoer the nypoinesize-ang-test
paraggm to produce many comgel.ng hypolheses whigh
overlap in time. £37h word hypothesis musl e verif.cd and
assigncd a rating briore il can he used by dther sgurces of
kmowlecges Eacn of these verfied hupotheses can n turn
be uzeo as seeds 1o generate rew sels Gt syntatlhicany
piausible words. A measure of *he lan-out f-om eacn word
15 the pifective hranching faclor of the REARSAY ([ grammar
(Gocdman 1976) w~eh 1s 8 pelween 5 and 1S5  Thus
regardicss ot the scoring performance, a3 vernthier musl be
camputalionally effic:ent 1n oroder to be uselful in this typo of
system.

VERIFICATICN MOTIL

WIZARD can be decomososed nto three majcr parls
word netwsrku, a segrentahicn of the ytteraocs, 3néd 3
control sirutture wh-zh implements e ma*chirg ar o7 :thm
First, eath word 'n the le3icon 1s represented by & siahitaily
detined netwdrk wh ch emooa:its ailesnale oronunciat.ons of
the word Efach ~oce n the word relwOrk represents 3
PROMe ING arCs :NCICA!O SUCCessor/Drececassor relpnonships
between phones.

This we*h was zupoorted by the Celense Advance Research Projects Agency under
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Figure | gives an erampid of the relworh for lhe
word ABSTRACT. These nelwcrks are slorec as 3 static
data struclure A a2 pached ‘tormat Tre urtorm
reprosentalion of words by 3 sini'e nrelworh whizn
embodics all speecth cepenuer! knoaledge gves severy
advantazes ovc' Cther aoproactes  Firsl, the generation of
proper nelwork gescriohion: can be hancled on a case oy
c3s@ bas:s wilhout the need ot a generd) treory toe »li This
2SO ehiminales the need for special cace solubrons when the
general theory fal cr s found incovpicte. Tools are 250
svaiiable 1o generate word descrptions and tune the
scouslic-phonelic templates (Lowerre, 1376)

The acoustic intarmaton 1s 2 segmentation of ‘he
viterance where each segment 15 rearcsenteg as a vester of
phone probabilitics. WIZARD bene s trom the use of 'he
same templates ancg sepmentation g the HARPY <ystem
(Lowerre, 1375). As irn RAPPY (he prone proceorit ns are
distanze =~easures belwean aaxch cegment and woycl-
phonelic (emplates 1in the pronetc cclionary. Taig vaiue s
a scater. log hxehhood measive isirce the prooabn'tes do
not swia o 1} and 15 used girecliy = cOmpuhing tre word
malch score over the given segweats.  WITARD uses
spprovimately 30 tempiales {0 ccver 3l pronetic varaliong
inits 1024 word vocabulary.

The last component s the drnamic malching aigarithm
Although there s no speech depenaen! andwledce embotied
in this module, several heuristics are empioved 16 fnd
oplimal starting coints and to choase the test fina: secment.
These heuristics are aiscussed n the following section on
implementation 1ssues

Figure 3 flustrates the matchirg of the word
ABSTQACT to ten segments of an ulterarce. The malkch
score 1or 3ny phore [ in the Tth segvent can be cacuiated
friz e followng:

Mg = MM r )« Pry

witers My the pesi ‘matcr score in the previous
segment for phode J where

el or
Jprecedes ! in the reiweora

and PiT is the acoustic maten score of phone | in
segment T

Figure 2 gives the ohene prosad.hies for v .on prc-e
in the network i each ot 1he segments over whih the
match is performed

Those scores v S-gure 3 marked with & ings ‘e 're
best path through the mapping  The Teg.n Lme .. ean
segment is given, aiong with the segment nymper, on e (0D
of the figuro. T ieft side 15 laveied ~.ih eath pnore
the network. Entries 'n the tabie ot @ ndicale 1Rat a prcre
mapping to thal segment s 0! 3ldwed. The hinat mapping
is given at the vollo~ ot the f3ure. The timal mafc™ scCre
of 40 s the score of the best phone wmon trans:lidns inlo
the tiral siate ] pius the acoustic match provaon iy ' 5
which 18 defined 10 be zero. Tivs rep-csents the 1:dre of
the best palh ihrough the networr. Trig sci-e w3uid be
normalized by !me numoer 0! se~or's mazpec -0 'S L ang
would receive 3 FEARSAY gcore or 30 50° of A pisn oo L IC
QOlher paths can be found Dy tracng bata trom Ine other
tour possible ending prones. = (43}, - 148), UX (03], ana -
(48}

IMPLEMENTATION 155UES

Inilially severai prodiem: arcse whiip integrating ths
kmowledge source 1o hEARSAY 1 The lo'iswiry s 2
discussion ot the prabiems  accressed during tre
impiemontation of the serdior. Tirs!, s.0Ce wa were 2ea.~3
with singie worags ang attemplirg 1o . er:, ‘hem as it "hey
existeq '~ 150l3tion, many of the conslranis crov-aed By
word juncture rules  and  syntail:c knowlenge  were
umavailabie for use In lgnt Ot the power (N3l These
constra:nls grva 1o somiliar systems Lowerre 1976) wou
verihcathon be ‘ractapie”

Wordsy <O0u'c be hvpulres:ed bottom-up win
incorrnct limes This meant (Fal procedures had 0 te
empioyed o seas¢n !re segmental.on lor tre tocai btes!

starling and enun; ponl around the given wanls. Words
pred:cted 'Op-dowr atwayr has a missirg beme, g
procedures ice prouching these hmos accurateiy had 1o ha
doveioped  Prottims in the gensral.on of end and besn
fimes O words wi v share vowris Gllen Caus= -~ aisd waig
pars tO be rejncien by hgner levet ' rowledss sources

The converzion Of interngl malch scores to ki ARSLY
Il ratings whin mantauning corsstercy ©f the ralines
proved 1o be 3 ma or concern wren it wag noliced that t-g
erage nieraal ratags tor woras vared (CnAsSeradiy
dapending On where in the ulterance the words otcureed
The notion of rena order of the word wilh respect 1o -1
campetilors  rather than absdiule score proved to te
unimpiementable 1a practice. Wivie ysell! i stalic tesls
oulsde of the “yslem as a measure of pertormarce, a ram
ordger scheme wheoy assumeo all conoclilors in 3 parlicutar
time srea were a.aan'e (0 te ratec al the seme lime, Of
remembered A s0-r ia'er time, proved intractadie

It has been raticed vy other researciwrs that short
funclon wores suin as on, the, of, to, in, tentt to be
hypothes:zed a! many piaces in the yllerance, wilh g0od
ratings a~d are nmost ctlen faize alarms. Qur experrence was
much the same ano we chcse to altemst ta nanvie ths
proticm direcliy rather than pess il an !o the egher level
knowledge sources.

SOLUTICNS

Severdl moces of verfwahion arp supported wilkin
WIZADD, gach represents 2 parhal sotihion 10 one 67 more
o' the prob'e~s oulned. ficn-pad mdge uses no heurstics
to ccternne the Loundares of the maten. The preductes
pegin/eng limes arc mapged ‘arectiy in'o thew resbective
segmaris  and  verlahon s peclormed  acod4s  IROce
ceporents. it tares acoroyrmiatesy 63 mianeceres 6t CPy
time cn a PCP-<2 1T 10 pprtgre: malcrrs tm Mg g2

Pa¢ moce was addec fo mamoe [Pe proutem that
bollom-up tires m . be nzorrect Thie = _ 15 ¢ crpntiv
used to verity a'f bo'tem-up Rypothesie ks mode Ihe
beginfend times are mapped mto < Aty ¢3 a0 en-pad
mode. Then 3 ©r- <:gmant ourges: alovpr aue
the matching. Trnuc i B s the veg n sermeal £ 5 'ne ena
segricet, sesmonls 5-7 SB[ are aliw e stirling pomn'e
fer the matcn and £-10E. -1 arc th 20w able ending
peinis. The aine salhs betwren the hai ndary segreris ae
evaiuctes in pa-arel by mogfying 're 0Oundary COrRG.LiOR:
o the matching 2 ominm As 2 resuit WIZARD mus!
Cachkiracx rom each o' 're bnal end sclmanls in orecer o
fird tre :z-rect £rgin segment assco.aled with the palh
Thus 1s necessary .c toalthe beg:n timpe ¢! the segment can
be roturnea as the tegn timz 0t the worc 47 1o elerx e
tre nath lenath (ru-»rr ¢! phcnes zr the pe*ndt lor sco- g
Tro ngge lares 3u0ul (OC mull.seconds 3t CAU im in tne
FOP-vAi0 and s 00,1 395 timeg tasler tran erpidru., sach
0° the rine paths \n nin-pag mage

As we have ~=nho-ed Detore . 5 recessary 1o
Seetormt wertcat 2a . pre Only Cre ot the word limes (s
RUCWO Vw0 Drenl. - —gdes dre myerorled in WIJARD,
Cne where ke erc ! e s LARAOWA cnll ang the olher

L-on lime tert  As :n pId meas 3 dne

pregc T @ muzy rp

segrent window t ¢ cauated around the givea staehing
segment  Then eatn - ciescve sez—enl s malthed ana ine
mafch s:org 3 cemziied s ot the mal.a were enging m Ihal

ses~cn! The <cores are Orderec a=~d ‘~e scare fcr 're
Dest path us returnes a0~z with tha missng hmg. Seuvera
feurslcs are used ¢ prure the numter O eng s2terals
dCtua v ‘ooned al s TIsS DL cne t2'es TRy s the mael
computationally ercent Je o! 're wer tralion moces lasmimy
atont 160 melsetcros per verthicg'tos on a FOP-KALQ
processor

Severat exper ~onts were pertormed 1D feters ~p ‘Fa
best way 1C Agr™3-2c the mpa crseps. Tam o lern-oue
Erpioysd was T -ty ppofoumaleny L CT10 Rollz~ec
wOrd Ryco hetes -3 S5 Sl'traacss, ag-my e the s-Dres
a~d ¢ta lsiate the avcerge ranx Qeser 3! IPC CBIr0C! wO' S
The rans grecaer g:ves ihe numper 0f incorrest woras “ral




were rated a¢ hugh a5, or rorer then, the (orrecl word.
This 0rderng 12 & meature 91 M0a many woros por word
pos.tion ~uet he consicercd by 'te lop tevel rrowiccge
sources 1n Drder ' have conhdonce thal the cSreecel acrd s
presenl, assumimg l has been hypoiheszed Normating
the scores by the hme dural:cn 0f 're word ampit.eu lhe
problam of funztion worss recew'ng unusyally g0od scores.
More comp'tx normalizalcns pascd on non-inedr hime
scahng were 2iz0 rejecled  Sezmental  normanogtieng
employing penatties for maoping b2 same phore nfo many
successive segmenls proved o be 100 hme COnsuming
light of the benelit derived. Currently, predict mode seores
sre normshsed by the number Of sermenls i the maich
path N winle the other modes 2re ncrmanzed by N-1. ‘hese
normahzations are compulat:onally simpe and

emboihishmerts tried o date have not performed
significantly hetler

The corverson of nternai WIZARD sceres ‘o
HEARSAY |1 hyvothesis rabings was  pccomphizhed by

conducting a stahishicat 3nalys.c of correct/incorrect word
ratings Ovcr approximalely SC000 verfwations. By knowing
the distribution of correct and incorrect words over each of
the nlernal score values {(dynamic range of 63), a
corresponding  dietribution ot MEARSAY  scores was
calcuialed. The HMEARSAY scure d.stridubon anows (Or the
absolule rejechon of vernfied words This thresheio was set
s0 as o reject no correct words Scores above that
threshold were aistribduted so 3s 10 capilaized on the
cistributions o' the correct wergs  Several tragects are
possible here. [f cne recuires thal no potential correct
words be re;ected then WIZAKD way adbie o reyoct 12310
177 of the incorrect wards nypoitesizea  On the olher
hand if it wcre poss:ble for the sysicm to perform with 3
small number of the correct woras beng rejected, a b nher
percentage af wcorrect words (ou'd c2 cejecled. Allow:ng 2
67 rejechien rate of cOrrect words approu—atery 517 of the
incorroct words can be eliminited Irem consiceralion py the
higher level knowtedge sources.

To a:d 1n compencating for the apparent lemooral
chtferente 1N word ccores, the acoustic matecn prosacaties
generated by the secwerter were rormanzed such tnat e
score of the bes! phone :n 3 sesment 23 Lhe absoiute Ceovl
match score. This alioviated the probiem and wmproved ‘he
reliabikity ot the moraanzed maich score whiie lsavirg ‘the
cank orger stalsslics unchanged.

RESULTS

The results summarized :n Figure 8 ace for five data
setls, conlaiming 100 utteramkes, in which 332 correct o0ras
were hypolhesized bottom-up by POMOW  In agdilion,
13053 incorrect words were gererated. The vitaoutiry
c.ze for POMGhw and WIZARDS was apnecumately S50 words
WIZARD rated each of the words osing pag moCe
verification. Far each rating thresnola (15,10) the ru~oer
of correct ard incorrect words thal were accepleu oOf
rejecled :s tabuialed. From trus cata tra nurber of words
hypothesized per word poOsi On, and 'he percent 3! the
vocabylary per word position, ran te zaizuiated These
Aumbers give a vocabulaty rgspercent measure  of
perfOormance, 3Lowing (OmpPar <Cns Delween vanous svystem
contigurations. &n puorage rank orcer Of tre correct worg s
provided which measures, al each thresnoid, the number of
words 1 each word pos.lon Rl myst be examned n Order
to include the cerrcel word. The range of rank oroers
between the data sets (0 ullerancesisetl) 15 3150 noled

DISCUSSICN

The maor direchion of 1hs werk (s the applicalion of
th: HARPY networkh rvpresentalicns 1Q Ine ver ficaucn of
single werds 1n 3 connected sceeir understancing sysiem

This 1ncludes the moafical.ons !9 210w the varcus
verification modes dictalea o 1=e SLARSAY {1 s.slem
strategies.  We feel thal WIJAFD mases an impor-tanl

contribution to ths overall pertarvance of ~EANSAY i and
fOorms a2 grounuwors updr which more sapn.shcated veribers
ran ba daveloped

141

Savers! problems wilh the current word versih:310n
sysiom can not be stived wiitvn lhe Axisting frameworn
Fulure worr 15 regured n dre foliowsng artss  Jew
schemes for ryema zation of score,, Raze been procosed lo
improve IDe perforasce in sper 0atahons havirg many
very shorl teancifion ~egments. i'ese segmints in fenerai
have puur calings ano ollen degracy lhe compawle word
score.

Althnugh we fteil that the matching algorithm was
computalionaiy etfiien! when fire! impiecmented, as system
straieg:es evolved | was toung Lhal 2 sigrwl:cant portion of
recogmition time was being spent in verfication A s.zatle
increase 1n speed can De Oblawred by coung certan of 'he
inner l00ps A 3ssembiy ianguage Other wmgiementzlion
orienled oplimizanlicns myy be nee:nd

A mest ysefui addilion to Wil D would be the ad.uty
to verify sequences {! words by ¢ -ramg generanon of
muttiple ward networi:s These netaurrs wOul@ empoey the
apptopriate word ,uncture rules ang ~owd 3dw WITARD 1o
rate prrasal hypotap.es directly rather than Raving gliter
knowledge sources caltulale a comoosle score irom the
indhividual werd scores. Atong these tmes, pernaps as 3 hiest
step, it s erecessiry !¢ handie word junclure prooiems
which cannot be statically encoded in the singie wdrg
networrs themzelves These junclure protiems are 3 major
cause of :ncorrect times on word hypGtheses

it wilf be necescary to augment s word verfication
syslem with 3 comcoren! 10 periorm mwore arect signal
matching. The purpcee of thus sodition 1s 10 dicemb “ate
competing words winth have goon WIZARD scores 'a tne
same hime area Ve propote to exlract word templales it
tha paramelric level ang pertorm matching using tarura’s
method (ltanura, 1373 The philoccohy rere s o stere
templates for a smail numider 0t pctentiatly dhifficut woros
ralrer 1han syntr:size the lemplates Dy @ ruie-o3sed
system. This time corsuming malching w2uld be gerlormeg
when indicated Dy "egner souries o anowiedye
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Tre d *ccel of Signai Delection Apcued to Speech Segmentation

Herry G. Golaperg

“epartment of Computer Science
Carragre Metlon University, Pitsow ah, P~ (5¢i2

Abstract The statistical meascre, o, from Sgnal
Qetection Treory, {Swetd) has beer shown o paramelrze
the “Gelectabiliiy” of signal over noie in 2 wide varely of
garceptuar situalions Is useluness 3 exteraed [0 {he
probiem ©Of quanlitying errgr -ates fsr segmentalidn o
conhingous speech. I hgs olien Cteen impdssidic *S
accurately compare diferont aachne  lechniques  1of
segmentation sirce effors Occur a5 E'ther missung of es2-3
segment poundaries whese cales are reialed by aleraal
decision threesholgs  The bast d° rodel 15 shewr (S
azcurately (3951 confidenza) descride the mitsng vart.s
exira segment trade-otf found 1 al weant one, ron-lroad,
speech segmentahion prograsm. {Gc!73)

introou tion The tast tew yoa7: o' corzuler speec
recopnilion resear i have produczd, among cirer thrgs, 3
numper of techngues for mainine segrrentation of (no
speech ¢:3nal (nio phorelc (Or Jcousin) umts. (eg ! .
Ban75, Goi75) Tre aficutbies n.owes 10 evMuating arw
smpar.ng the perlormante ! segmenters seem 1o cicu 0
two areas First, one mus! arguire 2 oenr:hon Q! ‘re
“correct™ segments tor some larze et of sats Thns s
usualiy gone by hand, aithough some a’OmalL lecnn-gues
e a.a’adle” Sice the producton  Sf ot
sep~enlatiors  anc I €3mDarien  aln
segmentations {eg. Wha! amourt 0! +s-aiznmert elc.
should one aliow?) 1nvolue 3 number 0 ' YUl 3y W oS
recogaition system-specifil ssues, we v agt g furiner
witn these probieme Ners.

rowever. secdna crosem s Mal cegmentiior
errors 0Cur 10 twO ty pes: mNied L00N0ares (tsgmenis!
a=r wxlra boynodnies isegrects: Trece s ciedrsy 3 trave-
ol between these twd 'yoes o oroic, Dyt we Rave 0!
unaersiood o we!ll enough n 3 Gui~tlative sense ‘D
compar>  differer  cegmeniecn Cr cwen Mhe same
segmenter Tturea” to 3 differcrt pooni cf e MSE Mrace-
ctl: Wnal 'vas needeu ~as @ 1OCe" ' TN irage-ct! aran
yietoed 2 single, comparable mcasuce aF segmenlilon
e'licacy for any sel ¢ Cala @il crrors maraed missing Gf
extra  Such a modai s provcen 5s Sgnar Jelecd.on
Theory We wal ¢m0w trat tre Tredee sprees cate ags
win ihe rtesulis of a2 sel o: segmentatnon lraas r.n 10
expiore 1F> M/t trace-cti

*The Harpy, speccn rocsgmt.on syster [low 5} :an ce
Secod o tne zetrecl worgs  Trw proouies a nestt it ot

tro syster’s acduslit ang pranoifg.lal s~Cwiedg: 0 e
f.re gra~ea ' 13 mace .a:3rage
- s cas P mm Amsaal s
0. Thot g Snetet s
¢ Tumans

Sarat Delerces fgorg The theory of Lgaa
Tweteglen, ot fotm nateg &, Tanrer, Swels, ang Green,
173764, L«c84d]) s oovs fy acpred 1o delelion tals weh
may be co..gderne tunerr (o the segrentation prezess A
cetection treg gresen’s a shmulus, ahvih may b8 COMPILEd
O Adise OF o e and cOmY kmown 3:gnal, énd reGuires -
3eCsSn e e Yede abull tne prosence 0) the sgasl Tha
S~ uyarke the g skan process resvib.ng an ine

Ptazemc-! Or 2 sepren! bourdary 0ased udOn 1S

wnfarm2ton Sy s asiureg thel the a prors hashadias
Anl €C41§ DT w2 eors ervlrs aMe Ancwn 10 2 deliswin
Drocess whils serzes . nd OCayibly Iranstarevs the shoeddus
INLD 506 = sainend Lipnal sp e Delfore «f y<elds 3 2eis.0~
0N ihe gorserge O Hhe v pagl The catector’s sensory ©
1S o el an res oaoush, 10 Ve recued 10 3 sirgl
Gecs.0r parame'nr  An cplimai one, KLardng ‘G OeC 100
theory. « 1he 3l Gt lne probauviutes 3t fwo hypalheses
c- thal the npal stimuiss was signai oius nose or that i
wa; nhise are A« mple 'reshoid on thiy single
Daramile: ftray Cé praced (o ¢plLmuze thne espested <Osts
RINCN A Rr0f LAE D00, (S5l Of misses, (alse darms ¢l
Figuea 1 represents sth & n,potheircal nlernat recision
parameter, {

!
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alarm” .- Pe acceptisignail ang Priaccepl|naise)
respectnely -- are «uffisiant o getermine tne Isast o for

which an nplimal gec:son process can gisplay ine observed
rales. When the nmil and taise a:arm rales are plotled
3pamn«t one arother tor a number o!f sels of triais whare
the datector’s acceptance \hreshoid has been allerec, a
.esponse Ope-alor characteristic -<CC) ¢urve 15 ootaned
(ven figure &1

o
-—
o -

Prisccept | norse

F:gure 2 Typical RGC Plot

The ‘thcory stales that tre curve s Iotally
aaleswned by i When lhe axes ¢! the RCC curve are
transformeg bty the neerse furct.an ol tre Normasl
diste.buhon funct:on, the curve is approximalely a straight
in with iinpeesigma(noiel/agmai{signail  and  w-
megreept=d’. (€5464)

This theoty nas beer mos! oflzn aopied to detection
tr ais 10 provide estimales of the getec!ad il,; of ite s-3nal
3as ! aDpears N 3 numan perceiver's .nternai sensory
s:anai epace. The 261 maie of & provided by lre sgnai
gelechon maode! may !len be ¢ampared wilm wel xnown
properhes o vis,al or auditory wignals to provide a bound
on ‘he efthicacy ot ihe percescer’s transduct.on process --
fre  <ersory channel Whirg  t=e main targst ot s
4pDICalion s noi relevant here, the s zral getect:on mogei
an¢ the dimers:onless measure @ can be used as a
norr-alized measure of segrent bounga-y detection tnat 1s
reichivery unaffected by adjustments ir the peoporticn ot
missing - ersus exira segment errcre Fyrthermore, the o
value, snre estiraled. may be used 10 predict tne entire
response-operator characterislic

Sesmertatcn The resuils reporled here are, tor thoe
pari, obtamed from a segmentaton program wr:lten
far 2 . teparison study of paramelr: representalors
[GS175) anc usea ‘or a whie a5 the 1mha: :3ra-to-symbol
slage c©t the Hearsay !l speecr unoerstanding system
fErm74} A snort descrition 3t 1ha sozmenter s trnerefore
cairce for

The s.pnal ampitude. and meascres of s:grat aro of
arwituue change®* (each measi-ed over botk 0 anc 30

**5.grat change o ‘yoizaily 3 pallesa rezogr.t-on malcn

sCore

ms5 intervain), are wnpul. Speach s separated lron silence
and from near-cuence, and !laps are d-tecled by the:r
ampi-tude contours  Then lhe measures ©f change are
incpected tor s.gmificant peaks (possible bounderies) Tre
union ot afl such delections 1s pracessed by 8 correchion
routine 1o merge muilipic boundar:es caused by the same
underlying  phonel.c change. The program has ftwo
advantages tor this study. First, the inpul paramelric
representation s easly changed, and second, the internai,
segment deleclon process s easiiy tuned aiong the M/C
trade-off

Resuits trom fhis program were compared with a
“correcled” hang segmentation,  That s, lne machine
segmentation was compared (0 a3 phcnemic-ieval human
segmentation for discovering missing segments, and 10 2
tiner-griinad phonetic-level scgmentation for discovering
extra segment errors.

Results The first experment validates lhe Signal
Detection mocei  assurmplicn of two (neariy) rormai
Jistributions 1n 3 signai, hypothetcal deasion variable. A
set of 40 senteaces ~'h 1093 phoremes and 1541
phonelic sefments was segmented seven times  Internai
threshoids were  va:rnc 10 produie  segmentations
periarnrag Qver a w.ae range ot the M/E trade-off. The
resultant error rate; are plclteg on a nermal-normal gr:d
n Fgure 3 A teast-tquares regression fit 3 Ekne wilh
siope=| 00 (Noise stanuard deviation / Sigral stancard
deviation), and x -.nlercept=2.25 (d' -- the separation of
the means of the two cistributions).
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The hne 15 the RCC o! ine segmertar with this
part:cular oyamelric representation, “correct” segment
definitiors, atc for ait M/E trage-off tuning.

A secor i ment, run with gifferent input
pararetlers, fin. o rcrcasure ol contigente . the o
est.mates  When 're 13 senlence were divigeo nto .0

£70UPS. ano csiirales of g mace lar cach group, the §5.
cortidence (nlervia im 37 was found o be »- 014 (e, the
estimate tror ¢ scortences t's the o' ¢compuica from ail &35
wilhin the ¢rntdencs  ~tesval)  Sunce his mervai o

consigerain,, smai.cr !can e di'ercries found celween

$2ETrAIENOr prrren o belween oot paramelre



representahions we teel such compar.sons are meaningici
using o' For exampie, tour recresenralion of the sgeal
were lested (Goi"8 ywelong o waiues trom | 29 to 238
Furthermore, puousiera resuils of tao olher segmenters
(Bar?5, Gix78Y allbwed estmates 5t 4" 1C De mage of 226
and 2.73 The orderng of a: inese segmen'alion runs
agrees verv well wilh our intuihions about the programs, as
well as with tre (somewhal sparse) resuits ot <peech
recognition use of them

Conciusions We bereve tnat the mogel proviced by
Signal Detection Theory, and particua-.y the d parameter
of that model, offer 3 *highiy sulable and attrachive
meazure ot segmentation etficacy, and a means of belter
understanc:ng the M/E trage-otf  Dillercrt segmenters,
contornung 1o neeos Of different speech recogrihion
systems, can be quantilatively <¢cmpared, ang thesr
pertormance under atferent “tuming” of the M/E trsce-oti
can be preoicted.
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ABSTRACT

This paper summari:zes inuial aeveiopment 0! 2 sysiem
for wvisual and werbai data acawsiton n the carlography
task. Visual nputl and oulpul 5 prov.ded by a graphics
tablet in conmpunct:on with @ grapr.c 0:4piay term nal. Verbal
»mput consit!s ¢! sequences of commands ang map feature
descripto~s winch are recognized by the Harpy speeth
recogmlion system  An importan! and intere;ting aspect ot
this  research .nvoives =8 gesign  and  andlysis  of
vocabularies and grammars 101 1asks of this nature.

& LCTION

The cartography tasx s an interesting application in
man-maching ormunicalion Corbing  several forms ot
input. It 15 3 praclical task, used car. Dy map maners, and
Fas a wcli detingd protocol.  in thig lazk feglyres are
seiccted and traced from a mao and further described by 2
sequence of descriplor phrazes  The grapnwcal input s
oblaimed using an «-y coOrdinale npul cevice, suin as ¢
B72Dhics tabiet  in cureently useg cattography sysiers, the
tevlua! descrphions are enferea vid =e,Loard This paper
descr-bes the VICS system, a caricgracny system in wrich
correcled speech inpul replaces meypoard mput.  VICS
ciands ‘cr Vo.co input Cartograpny Sysiem

Th.s 2r0)zct was undertanen Deca,se (f represented a
practical and use’=* appncahon fer speect nput of syff-cient
s 2o to be inleresting, wal 4~au encugh o pe feasie. An
1ma0rtant  asoect of the researcm s *he pursuit of 3
mathodology tor languaje gesgn ior ran-macmire vOouce
commynmcaticn.  Inte-act on with ihe gser 15 suilicenty
tiexible to allow the ‘avest:satcn of several o.flerent
melhods of language s.ructure, trim Jttle or 10 .onstrant lo
highty tonslrained scawences  Sufther, = n~ce a3 smoothly
interact:ng sys'em ari's  agequale r2igdnse wOowd have
yramed ate avprialion, lhere 1s preal poientai for sltudy ©f
the many problems assoc-ated with man-machine systems.

Thee work was suppOried n cat! ©. Cre CTelense
A.ianced Fesear-h Froecis A3eacy FGlpcl-73-C-
Q07<) and s ~omidrec oy ike Ar Force Cthice of

Sro2atifie Re 2a7cn

aeprinted from 1977 I:fLE CJonf. ASSP,

In order 1o comb:ne voizy and graphical inpul in 3
practical system, one needs 1) » speech recogmtion system
capable of recognizing utlerances from a langusge as
complex as required by the task, 2) a graphic system
sutt.ciently Hexible fo etow graphical mmput and visual
teedback as necessary for the task, ang 3) some method of
intertazing them 50 the system behaves in a2 way which
appears at natural as possible to the user. Two systems
designea at Carnegie-Melion University provide the
mecessary tools. The Harpy speech recogmition system
[Lowerre, 1976 and 1977] recogmzes live voice input with
the abiity to apply gremmatical constrants. The SPACS
grapnic system (Greer, 1976], originally buill as a stand
alone interactive grapmics editor, uses » tabial input device
in conjunchion with a graphics display termungl  ts
capabilit-es include free-hand line drawing and the abiiity to
create  tadles, tiow charls, logic diagrams, and other
schematic clagrams The nterfacng probiem 1s soived by
the use of a tasx ~odulc n the Harpy sysfem.

Other systems tor cpeech anput are avalable. The
1s0iated word recog~lh:on system developea by Threshoid
Tecrnology [Martin, 1975) ard the Beli Labs connected
speech system [Savbur and Rabmner, 1976] sre accurate
systems, butl at present lack the desired flexibiity 1n
structuring the grammar  Gther successtul systems, such as
Heasray-1f [Erman ctal, 1975 and Lasser etal, 1975]) HWIM
[Wooas, 19761, and the iBM system [Jelingk, etal, 1975 and
Bani, ets), 197€) hawe much more e'aborate contrcl
structures 2nd were desgnea for iarger lasxs. The
overhead nsolved n these  systems 15 conwdered
wnacceplanle 107 lasks s:cn as this one.

Ti-E ©APPY CL!

£ SPEECKH RECCGMITION SYSTEM

In the =a-py svstom™ the recognil:or process cors.sts
c* searctuny tor the orsi path through a orecomoied
nelwork, given the acoustc evidence present . the
utlerance. The cearch scheme uses heur-stics 10 reduce the
nunber af paths consigered. reswting 10 Oy 2 few “best”
pathe peng cearccihed :n pa-alier The recogrmized vilerance

The aulnors w sk {0 ackrowiedge Rap Reddy for
assist:ng in the 0uerai sesign of ‘he sysiem, Bruce
LOwCrTe fOr (realing cichorar-es and cesighag e
tack mocute mjertaze, ard <en Greer 'Cr maning the
fCCeLsAry TTAaNLey 1T e Brapn.cs eailr
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1 then turned cuar to 3 task moduie, a progran whose
purpose 1s o respond to the user in 2 way appropriate 10
the 'ssk. The s.mples! tasik modiie would simply type the
recognized utterance cn some oulpu! device such as a CRY.
In more compicatod cases, such as the Al abstract retrieval
tack, ihe tack module would exiract ths intent {meamng) of
the utterance, consut! ts data base, and supply an
appropriate response, eg. “There are 17 articles on tnat
topic”

The recogmtion process 1n Harpy uses a precompiled
nelwork which ntegrates syntaclic. lexical, and word
uncture knowiedge. Syntactic knowledge 1s specified by »
context-tree grammar detimning tne npu! ianguage. Lexical
information 15 embedied 1n 3 symbolic phonetic dictionary
containing pronunciations and aiternate pronunc:ations for
each word in the lack language. Word juncture phenomena
are characlerzed by 2 set Ot @ priore juncture ryies giving
alternate pronunciations of word peginmngs and endings
based on the conlext cf adpacent words Al these sources
of knowledge serve as inputs to a program which compiles 3
nelworkh represent:ing ail poss:Cic pronunciations of all
possible «rpul utlerances.

The acoustic evidence used lc ceterming the Dbest
path in the relwork .5 obtained by segrrerting the input arnd
ex!racting LFC parameters for esch segment. These LPC
parame: -5 are malched with phone tempiates 1o produce 3
metric oetwzen the segments ard the symnois (phones)
associated with network states  This mnir ¢ s 0 the torm of
the provab:ty that tre segmert o o~ nstance of tHhe
svmnol. Probabit:lics are iearneo trom exemdiars taken as
trarming data.

Creating a new task tor Harpy consists of detiring the
ianguage, training the pnone tempiates, and specitying tre
tack module. To deting the langLage ons tirst spes:f:es the
f.rammar 10r the inpul 1anguage anc lhe~ oblans from it 2
I'st o all the words used in the language. For each of these
wordgs 3 gescr:plion ot its aliowed pronunciaticns 1s enteced
into the dictionary. Thess descr phions are in terms of 3
sta~dard sel ot phanes

THE VICS SYSTEM

The lash modu'e csord:nales veroa: and graphicai
inpul aad controls disraurse with the user. Figure | snOws
2 user a! the graphes dispay -nleraziing with the VICS
sysiem. Veroal -vaut 5 a sequence of words o pnrases
‘wh.Ii may BC cemmands fGr the {ask mOCuie Or gescriplicrs
ot the map teature. Graphc input s via a nraprics tavlet x-
y ‘cenrsor There arp 'wo graphic .rput races o At mode
an¢ ‘race mode The uter ente-s pc -t m2ae by saying
"p0int” or “pont mdde™ [a !k r~oge the user delines one
pas:tion on the rap carrespens:i~g to the locaton of an
fealure suych as a well, porno, ar wale- tanm  For rore
comphcaled and largar ftealyres, such a5 lakes, 1slanos,
shorcimes, a~a hasbuors, frace moce s enlered  in this mece
the x-y sensor p3sil.an 15 cort.ALoLs,y monlores g ving a
graprucal ac<cr.c’n corssstag of a se! of 'nes  in voth
rodes the graphicai gescr:phon s o s> syec n a CRT tor
uoal venihcalhion F.gure £ shows how ine graprics disglay
acpears atter the User has 'raceo an nter-.ittent ciream.
At 1h 5 pont lne wuses d2si-nes Ire tealure verpadiy

teorging 10 the -ocabuiary anc gramral-ca structure  The

- »
user at graphics dispiay interaching
with the VICS system.

F.gure 2. Graphizs Cizplay after tracing
an intern:tten! straam.

Stresm \ -- /
inter-mittent ~ ;
Oouble Line

Figur= 3. Grapn~cs dispray a'ter verbaly
gescribng tre intermitient stream.

d'splay after verba'y gescricing the siream 1S shown in
t:gure 3. Figuce 2 shnws the oiplay a’ler another trace-
descrioe cycle cescrlbmg am adjacent pond.  Atter tre
descrption ¢ (ompele 'ro user may re.ect or accept of
us.ng Vot commarde  f accepled, the gescoiplion s stored
o tuture use




Straam \/
Intermtiemt,

Double Line

Pond
Natural

Figure 4. Graph:cs dispiay alter descriplion
ot both stream and pond

The vocabuiary tor the VICS system consisis of task
rodule COmmands and wCrds or phraces for describing the
map feature. These ophrases are lamuligr ¢ontent phrases
used by map makerc and are conlained 1n 3 document
produced jomntly by the Department of Commerce and the
Cepartment of Cefense [US. Dept. of Commerce, 1975]
Somn examples ‘rom this document are shown in figure 5.
We have chosen, n cooperat:on with RADC, 691 phrases
from tms documant. A 77 pnrase subsel, usec in lhe
gescr-phion ot teaturcs n tre ciass drammage, has ocen
civocen tor test purpcses. The tirst tew hines of the lasw
dichionary are shown in tigure 6

The choice ot grarvmar 15 oictated both by the nature
of the task, eg. the description of map features, anc by the
desired  user interactions, eg. user commands. A faclor
refating to user satistaclion is grammjalical constraint. A
grammar with hign constraint wmphes, in general, fewer
recogmtion errors and therefcre greater satisfaction. Care
must be taken, howecr, 10 nol constrain the grammar so
much thal interaction cecomes urnatura: tor the user.

There are several ways of 'mposing grammatical
struciure on the phrases wrich make up the verbal
gescription. We are cur-enliy expermennng wilh two
methods, which represent the extremes of constrant. Tha
firot melhod s unstryctured where any pnrase may be
tcliowed by sny phrase, e not conslrant This gves the
user compicte f-eedom 1o descrioe the map feature n the
rmost nalural way Since there are other mcthods whith
a:iow |he naluralness but 250 rave some constraint, this
rode 15 used for the nuestigation o) whal accuracies are
atlainable in the wors! case. It accurazy s adequate in this
case, then 1t wd! he mpre than agequa'e n situations with
greater  conslraint.  The second meinod s :omplele
constraint, or lree-lke, where each description s
represented by a wath from ‘he -00t ¢! a tree 10 the one of
its lcaves. In this method meryes reprosent.ng all poss:ole
choices al a nooe of the tree are shown to the user. After
one of these poss-ble utterances s sooren and recogrized,
the system uses lhe recogmzed phrase {0 move to the
approprigle new ncde a~d presenis the next meru
according to the chowces at ke new rcce. The frst menu
(10p €* roO% nOce) preseniec I ire user *5 snown in figure
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Figure 5. Examplas from cartography leaturs charts.
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Figure 6. Example showing dictionary format for thy
cartography ltask

Roads

Popuiated Places
Raviroads
Cuitere
Boundar.es
Reliet

Drainage
Coastai/Hydco
Vegelation
Navipational Aids
Ports/Harbors
Marine Dangers

Figure 7. First ineny presented 10 the user after
tracing map feature_

7 This meny describes the major classitication of (he
teaturc pesng described Each menu contains “restart™ and
“backup” as possible verbal commands. Restart means go
back to the root node of the grammar tree and star! the
current gescr:plion aga:n. Backup means move back 10 the
previous node of the trea This command be usec when 3
error was ercountereg  As the descriphion s enlered
verbally, the recogrized phrases are placed on Ine display,
near the grapnical desceshion, tor verfication  The final
meny contatng “ORT, Taccept®, “backup”, and “resiart” as

cicetn s b
poisblE apuls




isetther of these metnods for grammaticai structure (s
viewed 25 being entuely appropriale !o [ne task. Anoiner
moelhod which we intena to inveshigate s ar unorgered lree-
ike scheme where eacl: descrplion s 3 path thry a tree
stryucture, bul phrases can be enterad .n any orgder and the
user need suppiy only enougn of the path to make .t unque.
A  wvar.ation allows features 10 have certain  detault
attributes, eg “river” 'mples “natural” The defaut would
be used to consfiruc! the unique destription unless some
other counteracting cnoice, such as “man-made” were
mentioned.

The VICS systers was Yirst aemonsiraled in Seplember
1976 after iess than a man-month of etfort. Recent
emphazis has been on investigaticn of various ianguage
studies. Whiie no extensive accuracy studies have been
made, it appears tha! 987 accuracies are attainable with
moderate grammatical constraint.

DISCLSSICN

The research reported represents nihial progress
toward tre Jeve.opment 0! a syslem combining visudi and
verbal data acquisition for the cartography task. We have
shown thal a2 rew 'ask can pe consiructed :n a relaliveiy
short time. The system s shil in uts infancy and many
interesting researcihy probiems remain in vocaburary anaiysis
and design, language a-aiysis and uesign (Goooman, 13763
eflects of language slruclure and user discourse, inleract:ve
techn:anes, and the investigaton ot recognition
characteristics unger various vocabulary and grammatical
compleritics  We ioca forwarg to pursuing these arcas of
research
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Dynamic Speaker Adaptation in the Harpy Speech Recogrilion System

Bruce T. Lowerre
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ABSTRACT

The Harpy speech recogrition system ware, ophimally when
it "knows” the speaher, 1.e. when it has learned the sceaner
dependent characteristics (speaker dependent paramaters)
of the speaker. There are three mathods ot learrng these
parsmeters. One way s to generate trem from a et of
traing data which covers ait the allophones that occur n
the tasw language. A second method s to use “speaker
independent”™ pargmeters with a resuiting reduclion 1n
accuracy performance. Since it is inconvenient for 3 “new”
spearer to say a set of tranning data tetores using the
system and the low accuracy with speaker indepencent
paraneters s unacceptable, a thiro method has been
devisad to alicw the system 10 dynamically learn the
speaker depcndent parameters while using the system. The
rew speaker starts with 3 setl of speansr independent
parameters. Thess parameters are then aitered afler
correct recogmt:ien (which can be foced it necessary) to
match the spoken utlerance.

INTFQOUC 1 ION

This paper presents a3 method by which tha Harpy s able to
adapt 1o non-famliar speakers The hrst seclion gives a
shor! description of 'he Harpy system, its data slructures,
ana its current pertormance. The toilowing seclions giscuss
the speaker varabilily issue and several approaches that
have been lahen towards ls solut:on. Thess appraasches
nclude speaxer specific tuming, speaner independent tyrirg,
and dynamic speaker adaplation The last section discusses
hew thesa averaging techniques can 2150 be used in 1solated
waord recognilion systems.

ThE HARPY SYSTEM

The Harpy system 1s the nrst syste= 1o be demonstrated
with 3 vocaduidry of over ICC0 worgs The syslem was
germronsiraled at the compichen of tre Live year Advanced
Research Projects Agency (ARCA) spesch research project
in September, 1976 [t had a sentence aciurs-y, across hive
speakers {EOth raie and 'emale’, 31 9.7 210 ran .n about 30
MIPSS (3 MiPSS s miions of machine insiructions executed
per second of speech) Since that hma, improvements have
been mace n the speed of tre syster The current system
roing on less than 7 MIPSS  Tre system s 3 recogn.tion
syslem rather ™™an an understancing system s a¢e :l uses no

semantic knowiedge abaut the task in decoding the
utterance. However, there are saveral other powces of
knowledge 1n the system such a8 syntectic, lexical, word
junclurs phenomera, soearer charactaristics, and intrinsic
prnoneme durations (see Lowerre, 1976 for complete details)

In the Harpy system, the syntachc, lexcal, and word
juncture xnowiedge are combuned together nto one integral
retwork representation simatar to that of the Dragon system
(Baker, 1975) The synlactic knowtedge s specified by 8
context free set of production ruies for the task langusge.
A dictionary 1s used to represant the lsxical knowledge.
The diclicnary contams symbolic phone spellings and
specities alternate pronunciations of the words in the task
languzge. Word juncture rules are also included i the
retwork to account for inter-word phoretic phencmena.
The .aetwork consists of a set of states and .nler-state
pomters. Eazih stale has associated with it phonetic, lexical,
and duration ntormation. The pointers indicate what states
may follow any giwven state. Two special states in the
network, tne .mitia' stale and the final state. indicate the
starting point  and ending point  for ail  Ulterarces
respectively. The netwark is, theretore, a complete (and
pre-compiicd) represertation cf ail possible pronunciations
of all possible ul’eramnces in the task language. This
networh 15 used to gude the recogrilion process.

The recogrit:on process of \ha Harpy system is based on
the Lozus macel of search. The Locus model rejects ail out
a narrow beam ol paths arcund the most hikaly path througn
tke network. Thess “best™ paths are searched in paralle!
with one pass through the speech data and there‘ore coes
nct require Dacklrackng

Tne tollowing 1s a3 shart descriplion cf the recogmition
process: The utlerance 15 Ogthzed at 10 KMz Tris
contineous signal 1s seg~erted 1o consecutive acoustically
sirutar sound umits (based on distance meascres of tne data)
and aulocorrelation values and hnear predictor coding LPC)
coefficients are extractec for each segment. The segmerts
ars then mapped to lhe nelwork slates based on the
prababety of match (c-stance malch) of the LPC data ara
the expected phones of each state. Tre malching of the
LPC'e and the retworn states 15 accomphshea by ute 9!
shone tempiates. The ‘emplales contain lhe deahzed
paramelers for each phone that octurs 0 1ne ne'wdrk
stales and they may be either speaker speciiic Or speaker
independent. The melric used !or this matching 13 ltakura’s
mimimum prediction res-dual error (see ltshura, 1 975)

Reprinted from ‘977 IEEE Coni. ASSP, 783-790,
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The maspoing scheme used s a modified greph saarch in
which heurislics sre used to reduce ths number of paths
that are checked The result is thal only o tew “best” paths
are searched in paraile! during the recogmtion processes
thus greatly reducing the comsutational overhead.

Rezuits The currant system achusves a sentence accurscy of
90.07 and a word accuracy of 9437 on a 1011 word task
and runs ir. 6.8 MIPSS

SPEAKER ADAPTATICN iN THE HARPY SYSTEM

Speaker variphility Speaker variabhty generally occurs n
three forms, oialectic, contextual, and acoustic. Cialectic
variability involves changes in the pronunciation of words
among speakers. Contextyai variabidily involves changes in
word pronunc:al on do to the context ot the words
Acoustic variabiily resulls from vocal tract changes among
speakers. Cither or aii types &f variabiulty can occur when
changing speakers. The Harpy system attempts to recognize
these different variabihties and 10 separate the effects
made by each. Duaiectic variabilily 15 an etfect across a
broad group Of speakers and the variaoiit. is encoded into
the lewicon. Many cialecls can be encode.. 'nto the lexicon
or different lexicons can be used tor g:fferen! diatects. The
current Harpy system uses the “mid-western American”
dialect of Enghsh. The contextual vanabiity is handled in
the word iuncture phenomena rutes and, 10 a lesser extent,
in the lexicon itself. The acouslic varability s a speaker
dependent phenomenon and can be separated trom the
other types ©f variability.

Approach to sneaker var:ability Many proposals  and
attempls have been made, trom such groups as SDC, BBN,
Lincoin labs, etc, as to how to handie the speaker
variabiily problem. These proposals nzlude such deas as
vowel formant normahzations as an attempt to delermine
speaker independen! charactenstics of the speech signal
The Harpy system hangics speaker variability by the use of
phone templates to capture tne vocal tract characteristics.
We achicve this by :dentifying ali the unique sounds that
occur in the task language (called phones’. [t 1s impertant to
raahize that these phones may or may not Dbesr a
resembia~ce ‘o wnat may be usually thought of as a
pronelic sounz in the Enghish lar guage For example, there
are usualiy s>»vera! occurrences of one vowe! (allophones) in
our sel of pnone, each ol which hay a unique name. Also,
there could be a single phore which represerts what s
usually thought ot as a combinaticn of phones {eg. the
phone “WH" represents the characieristics of the aspiration
sound when parr "K W™ thal occures together as in the word
“queen”) Each ot the phones used in the Harpy system
represents one unique phonete soung

Phonetlic know'edge 1in the Hazpy sysiem Tha Harpy system
uses a phonelic dichionary {(a'ong with word juncture ruies)
tc represent the lexicon of the task language. The spellings
i the dictionary are strings of phones (along wilh 2 special
syatax} which are used lo represent primary and allernate
pronuncialions of the words in the lexcon. Tha phonelic
dict:ionary 1s a representation of the actual reabizations of
the task language woOrds rather than 2 pronunc:3tion
dictionary. A set ot speaher dependen! pnone tempiales
{one per phone) i1s ysed 1o malch tre sy-rpolic lex.con to tne
actual acoushic signal The phones of tre lexicon represent
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att the unique phonett sounds thet occur m e tash
language. Since the lexicon contains symbolic spattings
which are speaker independsnt and there 14 8 one to one
mapping of the templates to the phones, the acoustic
‘peaher varabilily can be harciad stfeclively by using @
unique sel of templates for sach spearer. The templates
model speaker dependant wvocsl characlenstics  For
sxample, the dictienary speiling for “CONCERN” is “(« {-,0),-)
(K,0) (IH7,]H3) N S ER (NDX)" Optionsi paths are enclosed
within parenthesis and ars ssparated by commas (the “0O°
represents the null oplion). Tha speliing is interpreted as
either a voice bar (") followed by an oplional sierce ("-7)
or just a silence, followed by an ophional “x~, tollowed by
either a "JHT" or TIW3%, tollowed by sn "N, followed by a
"G, followed by an "ER", toliowed by either an "N° or “DX™.
See McKeown, 1977, tor an example network

Averaging of template exemplars The success of the
speaker depsndent phonetic templates depends of the
ability tc average many exemplars of each phone together
to generate each template. This aversging enables the
automatic cancelation ot errors {(provided they are smail)
Since the template 15 an average, there is no need to tind
the single “igea!™ exemplar thet best fits all cccurrances of
the phone. The averaged template will ususlly match all
evempiars of the phone in the traimng data to a hugh degree
ol accurazy. It 3 malch ot an exemplar in the traiing data
is 100 ftar from the average template, then this indicates o
miss.ng phone.

The metric used by the Harpy system is ltakura's mamom
prediction residual error of the LPC data. A method was
needed o average sampies !agether tha! could be used for
gensraling the tempiales for this metric. The method we
use 15 to sum the autocorrelation data ot the samples that
are used 1n generating the template. Tha justificalion of this
is that the 'PC's ars :ndspendent of the number of
autocorrelation samples thal are used to generate them.
The obvious danger s thal non-similar sounds may be
averaged resulling 1s a poor spectrum This is a real
problem and is handied by a semi-aulomatic procedure for
generation of the pnones, templates, iexicon, and word
juncture rules described beiow.

Spcaker specific tuning The phones, templates, lexicon, a:-c
word sunclure rules are generated from a set ot traimng
data that contains occur-cnces (and hopetully all contexts)
of all the words in tre 'ex.con. A sermi-aulomalic ilerative
procedure 1s used to generate (or more precisely, update)
these knowledge sources. There 1s a “chicken-egg” prop'em
with this iterative procejure in that the dats sources must
already exist in Order to updale them The generation of
the 113l knowledge sources 1s a ledicus manual toot-
strapping procedu-e. The training data must be carefully
hand labeled (botn at the word ievel and the pnone levei)
and n:tial guesses are made aboul what phones, word
spellings, juncture rules elc are reeded. This manusl etfort
s the main bollie-neck 10r developing iarger vocabuiary
systen:z  Actomatic methods must be developed be'ora
larger systems can be attempted

The following 15 the ser.-automatic procedure useag ta
update the dala sourzes: The Harpy system 15 run 0 3
forced recogn:tion mode with a previnusiy generated set of
templates (which ¢an be from some other speaker) .0
produce a parsing of 'ne prores to the acoust.c cata. Thas




forced recognilion Can be done either by using 3 unique
networh tor each utterance (win:h represents oniy the one
utterance) or by considering oniy paths «n 3 large network
that represent each single utterance. The parsings
generated from the forced recogmition runs are used lo
iocale the autocorrelation data tar the averaging of the
templates. After the averaging 18 complated, a new set of
tempistes s generated and used la again run the traning
cycle. This cycle 13 run several lime: unli the iemplates
converge. If the lemplates do not converge, then this
indicates an error i ether ths leakdn Or word juncture
rules or 2 missing phone which myst bs manually analyzed
ard corrected.

Speaker irdependent lumng The speaker dependent
templates are an averaging of many phone exemplars for

each lemplele. Since there s a umique set of templates for
each speasker, they caplure the inaividual vocal tract
characteristics. This idea of capluring vocal tract
characteristics by the use of templates can be extended to
myulliple speakers. \¥Yhen 2 number of these spsaker
oependent sets of templates are generateq, another set of
tempiatles can be generatec from all of them by s simlar
averaging technique. This sel of tempiates, since they are
an averaging of severa! speakers, wili be speaker
indenendant. The perforrmarce with speaker indepernden'
templates will ot courss oe .ower than with the speaker
deperden! templates For sxample, one experiment done
wiith  connected digits gave the lollowing resuit: Ten
spcakers (ncluding males and femaies) were ysed lo
produce ten speaker ospenden! sels of templaies. The
average word accuracy for all ten speshers (when tested on
the speaner dependent templates ith a tolai of 1000 three
word ufterances) was 982 Tnesa ten tempiate sets wers
then used to generate a sel of speawmer indapendent
templates. These same ten speakers dDius len new speahers
were then tested with the system. The word sccuracy far
a! 20 speanerc (on 1200 ultercrces) was 932  An
interesting observation s thal there was no sigmiticant
difference between the accuracies of the ten speakers
whose tempiates were used 10 generate ths speaker
independent set and the ten new speaners.

Cinamiz speaker adaptation The high error rate (72) wilh
the speaner independent templatles mares this zitarnative to
tha handling of acoustic var:abi'ly unacceplable. Further,
the training cycie mentoned earlier fc generale the speaker
dependent templates .s inconvemien! 3o to the large amount
ol training data nesdec and 15 coTputationally expensive A
third scheme was dovised which alows a new yser the
immediate use of the system but aisd allows tor ke speaker
cependent vocal characteristics. This 1s the dynamic tuming
ct the gspeaker templates. A new speaker '0 the system
starts with the se! of speacer irdeperdent tempiates. The
system wiil, upon all correct recognritions, automatically
~verage the autocorrelaticn data with the cor-esponding
templates and update the !enrplate parameters The hirs!
occurrence of a phone spoken by the speaner will reclace
the speaker independent lemplate. Further occ.rronzes of
the sane phone wi!l agd to 'he average of ‘'he tempate.
This wui vesuilt in the prcone template being altered quick!,
tor the first Ceocrrences of 3 pnone and a3 gradud. 1.me
tuming of he lewpiale by addiiory occurronces of Ine
ohone. [n this method, the sysiem Quichly adapis ‘leeit ¢
the spcaker’s acoustc characteristics ! the system ~akes
an error n recogrition, one can e.ther speak the same

utterance aga:n with the hope that ! wili be recogrized
correctly the second ime or the system can be rerun on the
same ullerance and ftorced 1O recogmze the uiterance. To
torce a recognition, the jppropriate switch is set and the
correct utlerarwe 15 lyped to the system The system wiul
then only consider paths in its nelwork which represant the
spohken ullsrance.

The error rate when first ctarting is, ot course, 77 but
Quickly drops otf towards the 27 erro+ rate of the spesher
dependent tempiates. The time needed for the updating of
the templates 1s zero duning the atusl recognlion but
requires up (o one times resl lime alter recogmbion
depending on the aumber of templates thal are updated.
Tharetore, the overhead c! doing the dynsmic speaher
adaptalior 1s mrumal.

DISCUSSION

Summary !n this paper we have cons«derad severa! soLrces
of var:abilily 1n the connected speach signal, ra. dialeclic,
contextual, and speaker decendent variabiily, and described
how the Harpy system attempls t0 cope with all these
sources af var:abibty  The dislectic and contextual
varisbility are encoded into the lexicon and word juncture
rules. The speaher dependent sources of variabiity are
hand'ed by averaging phone paramelers (1o, the
sutocorreiation coelficients, not the LPC's) from among
several axemplars ¢t a given phone by the same spearer
(for speaker specific tempiztes) cr frcm many speaners (far
speaker ngependent lemplates). In the case of dynamic
adaptahion, 2 setl of spearner indepengent iemplates are used
intiatly and the system auomalically alters the lemplales
dur:ng use to adap!t to the specific speaker.

1t appears straght forward to adopt the above lechacues
tor i1solated word recogr:lion systems also. Given several
traming samples of the same word, one can align the speech
signal by dynamic programming techniques and average Lthe
autocorrelation coelficients as in the connected speech case
Since thie  averaging woula be independent of word
reprasentation used, 1.e. whether one uses segmentation and
phone templates o represent words or ths conventionai
brute force word tempiates, 0ne can stil use the above
2veraging techrique !0 generate betler iemplates
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USE OF SEGMENTATION ANO LABELING IN ANALYSIS-SYNTHESIS OF SPEECH

Raj Reddy and Robert Watkins
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ABSTRACT .

We have been atlempling to produce furlhar
bandwidth reduction in LPC baced analysis-synthes:s
techniques by using the segmentation and labeling
slgorithms used in the Harpy ang Hearsay-li systems.
Preliminary resulis indicate that a factor of 3 to 5 turther
reduction in banowidth might be possible using segmentation
and labeling in conjunclion with LPC vocoders.

INTRODUCTION

An importanl apphcation of speech analysis-synthesis
15 digital voice transrission. Resi-tims transmission el low
bandwidths can oniy be athiaved through etficient analyss
and encoding techmques. \While present aralysis mclhods,
based on sigral processing techmques, have been used
successfully 10 oblain banowidth reduclions ©of over an
order of mzgnitude, further improvement 1s possidie if
higher level properties ©Of speech are aiso tarnen 0t
account. In trus papcr, we demonst:ate how segmentation
and labsling, two lechniques commonly uvsed i connecled
spcech recogn.lion, can be apphed lo vocoder systems a5 3
mecans of improving toding ethciency.

In the remaring seclions, we descmho segent.lon
and labeling techruques, and treir use «n vOCOCA! sysiems.
Results from throe ditferent vocoder simuat ons based on
these lechniques are presenisd and evaludled Ve then
consicer sore of tho praclical aspects of real-time sceech
transmission ssing these methoas. Finally, the advantages
and disadvantages of high level speech processing as
applied 10 vocoaers are discussed

APPROACH

Our goal in ths study was to eva'uile the useiuiness
of segmentation aro iadehng as fechniques tor improving
vocoder coding ethiciency. To accompush thns, two vocoger
simulations ysing each of these technicues separateiy, and 2
vocoder simulatior which combined the techaquss, were
run. The resuils were compared with those oblained using
conventional parameter encoding methads, and evaluated in
terms of tandwicith reduct:on and qQuaily ©Of syribelic
speech.

Ot the several lechmques tor speech anslysis thal
exist, this paver considars cnly those based on lhe
sutocorrelation methcd of imear prediction. A compiele
vocoder simulalion pased oOn thus lecnnraue has already been
developed by Mashel and Gray{Maracl ang Goay, 1374}
Since @ detaned o:scussion can be faurd in this refererce,
wa cons.der anly thoss asoecls reievant 1o {he banawigth
problem here.

Analysis paramelers in aulocorrelat:on based linesr
pred.ction  systams consist  of p:tch  period, 2
voiced/unvoiced decision, amplituce informalion, and parcor
coefficients. These parameters are generaliy encoded nto »
minimal oit represertation snd lransmutied at a constant
frame rate. The system on whech our comparisons are
based uses a trame rata ot 100 framas/sec, where each
frame consists of 200 speech samples. A totsl ot 64 bits
ars allocated to the 14 parcor parameters, which are
quantized as described in [Mark=l and Gray, 1974} Pitch
period and the voiced/unvosced decision are  ercoded
together in 6 bits, and the ampitude 18 coded into 5 bils.

SEGMENT-CODER

Classically, in‘ormalion concerning the vocal tract
shape 15 transmitted «n the ftorm of parcor sarameters once
per asnalysis frame. Speech, however, can be segmented
inlo events, Jor ke duration of which, vocal rect shape may
be considered approximately constant. Cases wnare lhis i3
not true, such as ghdes and diphthongs, may be
approximated by a series of shorter segmeris. Therelore, it
should be possinle, withou! sigrficant degradaton in
synthelic speech quality, to transmil parcor paramelers once
per segmenl, rather than once per trame. Since segment
duration s relatively long compared with anaiysis frame
iength, a savings 1a the aumber af bils reeded 1o encode the
analysis parameters should resuit. A vocoder simuialon
based on this hypolnesis ws developed.

Segmentation 15 pretcrmeg using aigorithms ceveioped
for the Hearsay speech recogmlion system{Go.oberg anc
Reddy, 1976) Threa stages are invoived in the averall
process: paramelrization, segmentation, and clissificatron
The tirst step in parametrization s to generate smoothed
and ditlererced wavetarms 1rom the sampled speecn. Next,
peak to peak amphludes and zero crassing counts are
extrazted lrom each waveform omce per centisecond of
speech. Segmenlylion s based on Vhese piramelers.

Segment boundarics are delsrmined Dy suctessive
subdivision ot the wavelorm. Firsi, silerces and unvoiced
fricalives are gdetecled by 8 throshoiging techn.que. MNexd,
the remaiming segmiats are divided vihere s.gnificant dips in
the smoothed peak 10 pean piarameler oicur A regon
growing technigue 1$ then appieg 1o further subd-vice the
segments. Frnaity, the resuiting segments may cph:onaly be
classifred in terms OF manner of arixcutation. Cecision rules
based on the averageo parameler valves for each segment
are used for this purpose.

Cperalion ot the vocdder 1s rolative'y straghtforward
Speecn s segrented as it enters lhe system. When
segment Loundary oOc<urs, parcdr parareters for that
segment are calcuiated Sy dehnibian, 2 irames withn 3
segment shcu'd have s.muiar spocCiry Properies, Wwevei

Reprinted from (977 I1EEE Conf. ASSP, 28-32.
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Figure 1. Spectral msmalch resulting from interpolation of parcor coeflicients at segment boundaries.

this is not stways tha cace. Near segment boundaries, the
vocs! tract s changing, and cannol be assumed !o have
constant resonances. To eliminate possible errgrs due to
these changes, the parcor coefticients are computed al the
segment m.dponl. Once caleyiatead, these coellirents, aong
with the segment curation, are transrulled FRitch and
amplitude are then exirsclea trom each frame in the
ssgment, encoded, and transmitted Thus, with this scheme,
pitch and amphiude are still transmilled al the constant rate
of orce per frame, bul parcor coelflicients are transmitted at
the rate of once per segmeni, which is ndol necessanly
constant.

Except ot its boundaries, the same set of paccor
coefficients is used to synthesize speech for each frame
within 8 segment. Near boundaries vanation in the parcor
coellicients due to vocal tracl changes must be laken into
sccount. Good results have been obla.ned using sirmple
linear intery<lation For most segrents it 15 acequate to
interpolate over 5 certiseconds, from 2 centiseconds before
the segment boundary, 10 2 centisetoncs atter. For shorier
segments indicating rapid changes 1n the spectrgl strusture,
interpolation is dona fro= *hc segreni migprinl,

The ettects ot parcor coeffrcient nterpolalion are
illustrated in Figure 1. This figure shows the spectral
envolopes for 3 transition from one ssgrent to the next.
The darker curve represenis the convenliongl synthelic
speech, the lighter represents the speech synthesized from
intarpolated parcor cocthcients. Note that aithough the
peak amplituce snd shape differ sightly, he peak locations
ars nearly 1dentical.

Figure 3 shows a8 digiiel spectrogram for the
utterance "The area I'm nlercsted in 15 understanding”
synthesized with the Segment-coder. Frar comparison
purposes, a digital spectrogram of the utterance synthesized
with conventional methods 's srown in Figure 2. As can be
seen, the spectrograms resemble each other closely. In
informsl istenng tests, the synthelic speech generatec with
parcor parameters transmitted only cnce per segrment was
nearly indistinguishadle from that generated with parcor
paramalers transmilied every frama.

The degree of improvement n coding effciency will
vary leOm system 1o syclem, depending on frame rale, and
the precision to which each of tha paramelers 328 encOded.
For the system described earter, a  total  of
(6+5¢€2)x100=75C0O bils/sec are requred 10 encoce 're
analysis parameters. Us:ng segmenlation, pilch period and
smplitude informalion are still traasmitled 1or each frame,

but parcor coetiicients are transmitted only onCe per
segment. Another parameter, ihe segment duration, must
2!50 be transmilted wilh sach segment. Allocation ot 4 bils
for this parameler altows tor segment lengihs up to 16
centigeconds. Scgments exceedng this length are rarely
encountered, and can easidy be spht inlo multipie segments.
On  average, the segmentation algorihm produces 15
segments per second of speech. Thus, the total bt rate
needed for this scheme 15 (6+5M100+{4+64)w15«2120
bils/sec. This represents improvement by a factor of about
3.5 over the conventional method.

Reductions of this order have been oblained in
conventional vocoders by using requced trams rale. Rathas
than transmitting one frame per contrsecond, thess vocoders
might transmit one frame every 3 cenlfisecords,
indiscriminately iznoring dats between trames. This has 2
smoothing etlect which resullts 1n the loss of short evenls
that may be pcrceptualiy sigrificant. Thug, the overat!
qQualily of the synthetic spesch should be lower than that
ontanad with the segmentation schama.

LABEL-COOER

A second techn.que makes use of an assumpticn that
all speech, regardiess of its complexity, can be formed by
combinations of a smeil numbter of basit sounds. The
VORTRAX speech synthesizer 15 an enample of one such
system based on this assumption  Associated with each
sound 15 utique formation o the voca tract, and assocrated
with easch wvocal tract formation 13 3 sel of parcor
cocflicients. If speech 3t each snalysis trame can be
identitied and classified as one of these sounds, then it
would only be necessary [0 transmul 3 1abel idenhifying the
sound, rather that the enlirse sel of parcor paramelers.
Since the numbar of sounds 13 small, significantly fewer that
64 bils sre needed 1o encors the fabel, and an improvemrent
in coding ethcienty would result.

Frior to the development of a vocooer simulahon, the
properties of each sound must be determingd ang
represented in a format usabie by the system. A procedure
to accomplith this was deveioped for use with the Harpy
system{Lowerre, 1376] Segrents trom severai utlerasces,
spoken by a particular sperner, sre Wdentified and grouped
according to thewr sound class. Autocorrelation cogllcients
107 @aach segment are computed Ind averaged cver all
secments in the sane <class. For emh averiged
autocorrelation sequence, hereafter reterrsd to as 3
tempiste, iinear prediction coathcants, parcor coefhicrents,
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end b-coeflictents[itanura, 1375] are computed Thus
information is made avaidable o LOIN the transmutier and
recerver porfons of the vocoder

The lask of the vocoder, then 's to determuns, for
each analysin frame, which lamplate besl maiches the
speech signal. The (PC matching lechruGue dceveloped by
Hanura{ltakurs, 1975) ~as been used for this purpose. A
distance metric 15 applicd belween each fram> and il
tempiates. The Dest template, m (erms of awmum destance,
is selected A lapel dentity:ng s tempiate, along with
pitch and amplitude atormation 3 transmitted. At the
recerver, 2 simpic lable ioohup, using the lebel 33 3n ndex,
is preformad to Qetermune the parcor parameters of each
trame. From this coint on, synthes:s proceeds normally.

Figure 6 shows the spectral musmaich between
original spectra and the iabels assigned to them. The darker
curve corresponas 1o the cr:gnal speech, the lghler to
speech synthes:ized with the labeiing method. The curves
illustrate typicad spectral errors thal occur with the ladehng
method.

Oisplayed n Figure 4 15 a digital spectrogram of the
test uttarance, synthesized wiln the Labe'-coder. This may
be compared with the spectrogram of the convent:onal
synthetic speech in Figure 2. Allbough the synthetic speech
was inteligible, there was consioeradls diitorhon  We
beheve that this ¢an be ermnated by changes in the
template gensration and malching aigorithms.

Again, the bandwidtn reduchion allorced by this
technique depends 61 how accurately lhe parameters ase
Quantized, butl 1n tRis case & 15 indepencent of frame rate.
As belore, we base Our compar:son on the sysiem described
eartier. For this sysiem 3 totat of 6+5+64275 bils/lrame
are needed !0 enccde the speech For the system with
labeling, a !abel, along with the encoded pitcth and ampitude,
w iransmitled fur eall. rame. To unquely dentily exh of
the 96 templates used in this sinulation, 7 bils wers
sllocated for the label Thus, with !abeling, onaly 6+5¢718
bils sre needed to encode each frams. This represents 8
vandwidth reduction by a facter ot 4

SEGMENT-LABEL -CCLER
Clearty, 1t only one set of parcor coe'licients is
necessary to encode the spectra: structure of eack segment,
and it each spectral structyre can ba icenhired by 3 Iabel,
then it should be possibie 10 transmi Day ore laoe: per
segment. Examination of the analysis parameters trom (he
labeling sysiem reveals that this 13 inceed the case. Most

feames within 3 segment were found 1o ba labeled with the
same ladbel Those ths! were nol, wers (abeiwd with an
scoushically siular label COnce agan, » vacoder wimulation
to test the hypolhesis was developed.

The separzte use of segmertation end labeling has
alrcady been  discussed. This  syslem 1 merely a
combination of the two previous ones. After segmentation,
the labelkng algorithm s appied at the mwdpont of each
segment. The label whuch best characterizes the spectryl
properlies of that scgment, and the tegwant ducation are
encoded for transmission O course, pitch and amphiude
intormahion are slMt iransmutied for every frams. Receved
isbels are first used deterrmne the parcor paramelsars
assOcialed with ea.n segment, wnigh 1n furn ars used to
syrthesize speech tor il frames withy lhat segment.
Interpolation at segment bourwaries 5 carned cut as
prev:ously dgescribed

The spectrogram for speech synthesized by this
syslem is shown n Figure & Nete s similarily 1c the
spectrogram tor speech synthesized by the labehng system.
This s to be expeclied, since it was dircady determined ‘hjat
segmentation cavces no  sig.ahcant  degradaton Tne
ditfercnces belween ths and ths otrsr spectrograms are
due 1o degradation iniroguced by labeling

Agan, we calcuiate coong eflicrenty by comparison
with the coaventional system. 'Milh this encading sche~e, 3
tolai of & bil's for pilch, and S Dits for amplluce ure
trangmitled every frame An adcitional 3 bils for segment
duration, and 7 bils to denlity the tempiaie are trarsmitisd
tor each segment. Usng a trame rate of 100 frames/sec,
and sn average af 15 segmenls per second Ot speeh, 3
dala rate of (FeBNIOCH{Ae7 115%]285 bils/secons s
oblained This is approzimately 5.9 tiwes gmalier than tre
7500 bits/sec of the convenhional system

DISCUSSION

We have shown 1hal segmentation and lapeling can pe
used a6 3 means of recucing DindwiClA ‘N speRCh INeySia-
synthesis systems  Since 'ne prmacy apprcalion 0! sikh
systems 15 secure voics communations, it 15 apprapriate 1o
menhion some of the pract:ca aspecis of 2 votoder Dased on
these techmques i

A prodiem 3rizcs wnen the vococer s converled 0
real-t:me Operalion.  Simce analysrs paramelers Icr each
segment are not traas~ tled unti 'he entice segmart has
been sporen, 1L 13 cOsibld 107 tha synihesizer 1 coriele
synthes:s of one seg~er! pDefore it rezeives parampters 1o




Hhee AOtT i ter D annert. & DS B ERe Syaliesided Muiput
witl occur. To . vod theis pau-es il 13 necessary cafne &
MIYsm segmen? Curdnon, ang delay ‘e yynihesit by thy
srnount We have dready wocalea 1hal [6 certiseconds s
3 reasonabie tho:ie tor maxmym segrrent goraton It the
synthesizer lags the lrars.miler by vy amount, tius &n
sddiliona! 2 cerlieconds o dilow for atersCiation,
continuous Syriheic sbeern can be gudsinieed In praciue,
Sus 1T not 3 ser0us drawback Cetays S tiue magniluce ate
tgcondary 0 rature to those norewaly encdurdered n
satelite based lra“smigsron sysiem;

From the ciszussron of labeling f should be clear that
both transmutier 30d receiver must access (o the vame sl
i ler plates. C.nce the lempisles vacy irom speader o
spesrer, it is mpractical tc -ar@ trum 3 e manent part of
the sys’em. Rather, at the pegnrung of 3 convecsabon,
tampiztes for each speaker couvid t2 IDssed 10 the
correspanding lransm:tler and transmilied to the conaccling
receive-. Another poss:ti:ly moulo be 10 usé 3 ing'n set of
temp'atms «hith has ety sveraged Lver mpny spearers
However, lower gquality syrtheus can De vapected with thia
method.

In oddibion o the obvious reducton in oil cate, thets
sre other advantages In the use of ‘hess techriques. At
tirst, the addtiunal pricesuing needed io sagment and
classity syeetn would seem to resu v slower voceder
opo:astion, however this s nat the case. Cnce (he tegmenis
ore Rnown, the time consumng aulo.drreiation analysis need
Ue preloomed only orce ser sesmeni Thus, Overal! vakocer
operation 13 actusl’y fister. Furthermgre, since gross
segment classifcations 2-0 chlained duting The sagmenlahion
process, specsi:zed processing. cepending o7 the segmen!
class can Le DrefCrmed  Feor exampit, sdances Ccan be
dismissed with no processing, 299 low coefficient LPC
enalysis «an be preformed for fr alives Trus shouid resuit
in 8 more accurate syntheerms.

The mun punt shouid be ciear: irvougn the use of
specia’ized Veow'idge of the nature of speech. ang hugher
level SIENI ~(D-symizol tra~sformaton tech--ques,
incrementally better vocoders ¢a9 be chiared. We have
demonstrated two steps in ths pregression. The firsl wis
the transition trem syste=s baseo saleiy on soestral
analysis, 10 2 syslfem [hat (OmDired knOWieogs of segmenis
with speclrai anatysis. The next step was the use of
laprhing 1n 20M1:0% 10 sagmentalion 10 qv/e even furiher
Sardwdth reduchiot As sneecn recsgnlicn systess evi've,
batler and better enccomgs w'il  becoms praciiced
Evenlually, it should be poss:bes '3 transmat syilab'z +2ed
units,

Finally, impravemen! v coting eif.ziency is oblaned
at the expense ! generaily As more specdi.zed
krowled3as of ~arerh and language < used, the var 2'y of
sounds thal tan De transmilfeq i reduced. Al lng idwes!
level 13 the sysiers thal ‘ransmils sarpicd speech dicactly.
With ths system, arbilrgcy sounds Cen be repre ented
sccuratety. The step to convert:ona, vocogers bmly thise
sounds whuch ca3r be ‘ranseutted 0 speech Creater
restrictions oceur as the vocoder hecomes more ard moce
languege crierted. :

CONCLUSICNS
We have presented two leihaques,
atgorithms deveioped for !re rearsay and ra’pv speech
recogrulion systems, whih use AsSwlecge IBOUl so.iech
phenomena, 10 y:eid reqixlions i voeOCer pandwi0in \ule
the cegree of ‘mdrovement ~3r.es 170m gystem 1C syslem,

based on

“n

tya 22l reduchion fazizrs -pagag 're= 3 o 4 can lu
sapcc'rd f70m cach meitod Fuwvihermore, improvessents by
2 1actor T 3 Or more cen by rushzed J The tachneaues are
LoOMmDINe Y.

e o segrentatiun (auseC no nolicerble degradaticn
In lhe sy~Metic speach Qaady. ALK iapeting, connder abip
Adagradalion occured, noeever 11 o (eIl ihal e Cen B9
ehminated wilth teller lempiaie.

Some of e prichicsl  aspecls M voroder
unpamentalion basrd on these lechmgues, along with the
3aventazes ong dsatvenlages 10 tna usr of specrized
knowleoge, were dircossed. On the bass of aegumernts
presenicu lhan, wa belka.se Thal 3peech 3nkyss-synings.s

usng segmentslion irno lavehng s worthy of furthaer
reseaccn

REFEREMCES
H G Goldberg and 2 Pecdy(l376), "Fealwno extraction,

segmentalion, ancd labeirg «n the Harpy and Mearsay-ll
systems,” JASA £0. Sl

F. tariras1979), “MWeaumue  prediclion resscdual  principle
apphec 1o speach recogrut-on,” EEE Treny ASSP, 23, 67-72.

B Lowerre{1376), "The Harpy Scesch Recogmiion Svsterm,®
PhO. cdisserlatics. Comautsr Science Dept., Carnegre-Malion
Univeroity, Pittsbirgt, Pa.

1O Marke! snd A K Gray(l974), A l.wear Predution
Vocoder Simutation Basza upon the Auiocorreiaion Matrcd,”
[EEE Tra~s ASSP, 20, 126134 ’



A HALTING CONGITION AND PELATED PRUNING HEURISTIC
FUR COMBINATORIAL SEARCH

David Jack Mostow

Computer Science Degpartment
Carnegle-Mellcn Ul'\lversliyl

May 1977

ABSTRACT

Many ¢ombinatorial scarch problsms can be vievrsa within the "Chinese restaurant
menu selection paradigm ' of "choosc one frum Coiumn A, one from Column B, ...." A solution tc
syt A probiem consists of a set of selections 'whicn are mutually consistent according to some
set of constra'nis. The overall vaiue of a solution Is a composite function cf the value of each
incdividual selecllon. The gnal of the search is to find the oest (higheast-rated) solution.
Examples of such search problems occur in the domains oi spsech understanding, viston, and
m aical dlagrosis.

This papei describes a scarch-prunicg heuristic and a halling condition which are
anservative in that they wiil not mis, the best solution Uy pruning 1% out of the search or oy
terminating the search befere i l¢ [ound. The method exploits ianformation aboui already-
found soiutions ‘n  crder to prune the sea:;~a and decide when to terminate t. An
implementation of rhe ralting condl'fon and pruning heurlstic within th~ Heatsay-1l speech
understanding  system 1s  described and evaluated, and the conditions governing 1iis
applicabiliiy and performan-e are discussed.

IAITRODYCTION: SOME EXAMPLET

A frequeptlv-ozzutring problem tn Al ‘nmuoives “inding the best combination of
“holces ‘or a set of interdenendent multiple-cheolce decisions. The possible combinations form a
comblnatorial search space Each decision corresponds to a data element which can be labalied
(explained, !nterorcted) In severai alternative ways, some of which may be prefsrable to (more
appropriate than) others. Legai sclutlons (combinations of labels) must satisfy certain domein-
spelfic conslstency cons:iaints geverning the interdeperdencies betwern the various eiement:
to be labelied

One example ¢f combinaictial tearck cccurs i the domain of speech understarnding.
A spoken utiesance can be viewed 3s 3 set ef coatiguaus peints In tine. The combinatorial
search task of a speecti understarding system Is to label each time interval with the word
apparently spoken dur.ng ‘hat inierval. Several labels may appear plausible due to the
uncertainty of the speech -ignal and the w.rd recognition process [7}]. A solution
consists  of a tra.scriptior «f the utterance, le., o seguence of woard labels, which is
syntacticai'y and semanuc.lly censlstent. The (redibility (prebahility of correctness) of su<h
a solution depenus on tne overall goodress of it between the labels 1 2d thelr time intervals.

Another examplz comes from "he Jdoma'n of vision. The :=cntour detection

1 Thts work was suppofted in par! by “he Def-nss Advanced Researc)» Projects Agency under
contract no. FR4€2C-73-C-0074 and ~onitored by the Aflr Force UOffice of Scientiiic
Research. In addlition, the author was par‘fally supporied by 2 Natinnal Sclence Foundation
Graduate fellowsh!,.
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problem can be described as follows: glven a scene represented by an array of pixel gray
levels, label each pixel with a vector corresponding to the apparent {ntensity gradient at that
point in the Image [9]). A consistent interpretation of the scene assigns paraliel gradients to
contiguous pixels on a contour and null gradients to pixels in the interior of a region. The
accuracy of an interpretation depends or the overall degree to which the labels match the
visual data they attempt to Zescribe.

A third example can be found In the domaln of medical dlagnosis. Here the data
elements to be explajined are the patient's symptoms. A diagnos!s provides consistent
explanations fot ali the symptoms. The plzusibility of a dlagnosis depends on the overall
plausibility with which the indtvidual symptoms are accounted for [1]. '

PROPERTIES OF COMBINATORIAL SEARCH

Let us now examine these search problems {n order lo discover common propertles
whic! can be expiolted tn designing halting conditions and pruning heuristics. In each
exampie, the set of data elements (points In time, pixels, symptoms) to be explained or labelled
Is kno'arn atthe beginning of the search. (Actually, this assumption does not hold for systems
ke MYCil) which collect data during the course of the search. However, as we shall see, it Js
sufficient for the set of elements t6 be determined anytime before the first solution s
found.)

4 partial solutlon consists of consistent explanations for a subset of the elements.
Combinatorial search algorithms typically extend and comblne such parttal solutions. In
fact, cach step in the search can be characlerized as axamining a collection of partial
solutlons 'l‘ lk' and then possibly creating a new partla! solution I'' We can use rating
information abcut partial solutlens in order to decide when to halt the search once some
solution has bren found. For example, suppose we examine the ratings of all existing partial
solutlons and conclude that none of them can be extended Into a complete solution ratesd
higher than the best one founa so far. Under this condition, It Is  szfe to halt the search; the
best solullon found is the best one possible. This condition Is the desired conservative
halting coadition.

A simllar technique can be used lo prune the search. If a partial soluton cannol
p.sslibiy be ex‘rapolated iaic a complete solution superior to the best existing one, !t can be
rejected -- l.e, all efforts to extend it or combine It with other partisl solutions can safely be
abandcned. This pruning neurlstic Is conservative but also rather weak. A more powerfu:
heuristic depends on certain properties of the function used for rating solutions. Let us
consider this funct.on in more detall.

THE RATING FUNCTINON

A complete solution consistently explains all the elements’ and Is rated according
to hoar well each element is explalrec. le |, If the rating functlon R(1,S) measures how well
the interpretation 1 explains the elemonts of the set S, then R{i,S) = T{R(l,e) | e tn S}, where
R(i,#) measures how well | explalps the element e R(LS) is assumed to be an increasing
function of the terrms R(l,¢). The interpretation | Is a setl of labels for the elements of S, l.e,
for all atn S lL:e -> ;l<e,‘». Tre rating 7{l,e) may be context-sensiive, i.e , depend on how other
slements besides e are labelled (e.g, its nelghbors, If e is a pixel). A considerable

1 This condition could be relarved ty .ilowing -omplete solutions to label some elements
"IGNORED. " The raling fun tion would then have t» refiect the relative stgnificance of
explaining or ignoring a ¢'. . er elemen,, so as to aliow meaningful comparison beltween
solutions accountiag for different subsels of the element set
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simplification is possible if R(l,e) is context-free, {.e, R(le) = R(l‘(e),e), where Ix(e) ts the
label assigned by | to e, and R(l,e) measures the goodness of fit tetween the label | and the
element e. In this case, R(1,S) = f{R(}j(e)e) | e in S}. If 1 1s & simple averaging function,
then R(1,S) = Average {R(ll(e).e) |ein S).

The best solution | maximizes R(1,5) subject to the cons'stency constraints. Note
that the function R may produce higher values if applied to inconsistent interpretations
(non-solutions). For example, the Interpretation Imax:e -> Imax(e), where Imax(e) Is the
highest-rated label for e, will in general maximize R(I,5) butis not in general ccnsistent.

A HALTING CONDITION AND PRUNING HEURISTIC

We car now precisely define our haiting condition and pruning heuristic in
terms of the ratin; unctlon R. Let S be a subset of the element set S, and let |' be & partial
solution which explains S'. Let ! be the highest-rated solution found so far during the
search.

I' can be ext.aded into a complete (not neressarily consistent!) interpretation I
by assigning Imax(e) to every e In 5-S'. 1" 1s the highest-rated possible complete extrapolation
of I' Thus ‘f R{(I*,S) € R(I,S), I' cannot be extended In1o a solution betler than |, and it Is safe
to reject I' and all its potential extenstons Unfortunately, this condition is too strong

.and Is not often satisfled. A more poweriul (but still conservative) pruning heuristic is
made possible by assuming that R is context-free in the sense defined carller.

A MORE POWERFUL PRUNING HEURISTIC

Suppose that R |s conlext-free and that a solution | has been found. Il a better
solution is possible, there must exist a partial solution I' which Is Jocally supertior tol. I'is
locally cuperior to | over domain S’ if R(I'S') » R(1,S'). Intultively, I' explalns some subset S
tetter than ) does. If no such ' exists, then | Is the best solution, and It is safe to halt the
search.

This reasoning requires some Justification. We consider all Indlvidual element
tabels to be one-element partial solutions, and assume that they are avallable to the search
algorithm as such. If some potential complete solution |” §s better than I, then there must exist
at least one element e in S such that R(I",e) = R(Il..(e),e) > R(l'(e),c) = R{l,e). (Otherwise
R(1°,8) < R(1,8).) This ona-element partial solution can be extended step by step into 1 so that
the partial solution I' at each step iIs locally superior to . We assume that such a sequence of
partial solutions can be found by the search algorithm. This is a strong assumptlon. Many
sequences of partlal solutions may lead by stepwise extension and combination to the same
solution, but not al! will maintaln local superiority at each step, and not all may be realizable
by the search algorithm being used

WIith this caveal, we now observe a happy property of context-free rating
functions: once a solulion has been found, only partial solutions which are locally
superior to it need be concidered. All others may be deactivated, |e., ignored except for

combination with active partial solutions.

We can now express a powerful conservative pruning condition: A proposed search
operation based on partial solutions Il' lk may safely be cancelled if

(1) Any of the 1, has been re jected, or

(2) All of the | have been deactivated.
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The halting condition is trivial: halt when all pending search operations have been
cancelled.

UNDERLYING ASSUMPTIONS

Let us now re-examine some of the assumptions on which this method is based, and
the motivatlons for making them.

(1) The rating function Is context-free. Otherwlise the local superiority criterion is
not valid.

(2) The labels Imax(e) are known atl the beginning of the sesarch, and exist as
one-point partial solutions. Otherwise correct but low-rated partial solutions might be
erronecusly rejected. Actually, In order tc avaeld erroneocus re,action, it is only necessary to
know an upper bound function Rmax(e) > R(l,e) for all e in S. The tighter this upper bound,
the more partial solutions can be rejecied. The Rmax function used by the HWIM speech
understanding system {s defined by the score of the best phonetic label for each segment [8].
Stnce this score is based on the best rossible word match for sach segment rather than on the
best actual word match, It provides a poor (over-optimistic) upper bound on the actual word
ratings, and produces mediocre resuits. The Rmax function used in Hearsay-ll is define¢ by the
score of the highest-rated hypothesized word at each point In the utterance, and produces gooda
results.

(3) If a potentlal solution [" {s better than an exlsting solutlon I, the search
algortthm must be capable of bullding I In such a way that each partial solution I' in the
derivation sequence (s locally superior to |. Otherwise the derivation of |” might require
operating on a set of deactivated partlal solutions and be blocked by the deactivation pruning
heuristic.

EXAMPLE FROM HEARSAY-11

The Hearsay-1l speech undersianding system [2] segments a spoken utterance into
syllable-length time intervals. These are the elements. The labels for each elemeni are taken
from a 1,000-word vocabulary. A complete soluilon Is a grammatical transcription spanning
fhe utterance. A partial solution is a grammatical phrase spanning part of the utterance.
The rtaling function is a simple average of labe! fit goodness. A (partlal) solution ! covers a
time interval [first'syl:-last’syl). Iis rating Is its average word rating welghted by the number of
syllables in each word. l.e, R(),[first'syl:lastsyl]) = Average ( R(Wl(syl)! A(syD))) }, where
first'syl < syl < lastsyl, A(syl) represents the acoustic data in the interval syl, Wl(syl) is the
word label assigned by | to syl, and R(W | A) measures how closely the word W matches the
acoust'c data A. R(W | A) Is computed by the word verlfier {6].

In Hearsay-ll, partiai solutions are explicttly represented as hypotheses on a global
data structure called a blackboard. Search operallons are proposed by various knowledge
sources which monitor the data or. the blackboard The operations relevant to the discussion at
hand are [5)

(1) Recognition: given a sequence of words, parse it and record 1t as a8 partial
solution if it is grammatical.

(2) Prediction: given a recognlzed phrase, propose words which can

gErammalicaiiy precede of Toliow it. Predictions which aic rated above o gpecifted threshold by

the word-verifier are recorded on the blackbcard as one-word hypotheses. Thus prediction
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dynamically assigns extra labels 1o elements, and could potentially viclate our earlier
assumption that Rmax(e) Is known before the rejection pruning heuristic is applied. This is
not a problem in practice, however, since most label assignment (word recognttion) is done
at the beginning of the search cr before the first ¢complete solution is found, and predicted
words are seldom rated higher than the best pre stousiy-recognized words.

(3) Concatenation: given two temporally adjacent phrases (or a phrase and a
word predicted next to it and subsequently verified), concatenate them and record the
result as a partial solution If it Is grammalical.

These search operations are performed in order of their priorities, which are
assigned by a central focus-of-attention module (3). The focus module tries to order the
search {n a best-first manner, and succeeds about 50% of the time on the corpus tested for
this paper. This figure seems to increase as the constraints on grammatical consistency are
increased, l.e,, as the branching {actor of the language is reduced. For a best-first search, the
best halting policy is to terminate the search as soon as a solution is found. Note that the
rejection and deactivation pruning heuristics are Inapplicable if this policy is used, since
these heuristics do not become applicable unti]l some solution is found.

EVALUATION

The deactivation and rejection heuristics were evaluated on a corpus of 34 utterances
drawn from a 262-word vocabulary. Utterance length ranges from 3 to 8 words, with an
average of 6. The fanout (number of grammatical word successors in each word posltion)
averages 27 for the corpus.

Each utterance was processed in 5 modes. Mode N uses neither heurlstic; mode R
uses rejection; mode D uses deactivation; and mode B uses both. Ir mode F, the system accepts
the first solution it finds and immediately halts. The results of the experiment are shown in
Table 1.

The simple accept-the-flrst-solution policy used In mode F is fastest, but at a
considerable ¢nast {n accuracy, sitnce It fatls for those runs (about 50%) In which the highest-
rated solution is not the first one found. A more conse;vative policy finds these solutlons at
the cost of extia search in those runs where the best solution Is found first. The correct
choice of policy (simple versus conservative) depends on a tradeoff between efficlency and
accuracy. Since accuracy s very important In speech understanding, the conservative
policy is preferred despite Its exira cost.

The heuristics can be evaluated accordIng ‘o two criterfa. First, how fast Is the best
solution found once the first solution Is found? As Table 1 shows, deactlvation is about twice as
powerful as rejection In speeding up this phase of the search. The combination of heurlstics is
only slightly meore effective than using deactivation alone.




s

Mode: N R D B F

Average number of search operations (Hearsay -1l knowledge source and piecondition
executions) to find first solution:

1585 157 145 152 152

Average number of (percent) extra search operations to .1nd the best solution once
the first solution has been found:

71 58 30 26 0

46" 37% 21 % 17% 0%
Speedup {n this phase of the search relative to mode N:

1 1.2 24 2.7 infinity
Average total number of search operations 1o find best solutlon:

223 215 1756 178 152

Average number of (percent) extra search operations to satisfy halting condition?

once the best solution has been found (excluding runs ir which time or space s exhaus!ed):3
241 153 89 52 (o]
118% 71% 51% 29% 0%
Average total number of search operations until halting condition s satisfled:
286 282 253 226 162

Number {percent) of utterances in which ha'ting condition is satisfied before system
exceeds predeflined limlits on time (B0OO search operations) or space (193K):

4 17 32 32 34
12% 50% 94% 4% 100%

Table 1. Results of experimental evaluation of pruning heuristics.

1 ldeally these numbers should be equal, since the heuristics are not applled until the first
solution is found. The variation In these figures Is caused by some randomness in the
Hearsay-1l scheauler In choosing between equally promising search operations.

2 The halting condition Is satisfled when no more search cperations are pending, or when all
the pending operations are considered unpromising by the system.

3 Speedup ratios between different modes are not meaningful here since the set of excluded
utterances varies from mode to mode.




Second, how fast Is the halting condition sat!sfied once the best solution Is found?
An ideal policy would halt as soon as the best solution was found. The deviation of an actual
policy from this ideal can be measured by its "halting overhead,” l.e,, the -amount of extra search
performed after the best solution is found. When neither heuristic is used, the halting condition
Is satisfled In only 12% of the runs (time or space bounds are exceeded in the others) and the
halting overhead in those runs Is 108%. The rejection heuristic succeeds in satis{ying the
halting condition in 50% of the runs, with an overhead of 71%. Deactivation leads to halling in
94% of the runs, with 51% overhead. The combdination ¢f both heu.istics also causes halting in
84% of the runs, but reduces overhead to only 29%.

These results can be summarized as follows:

(1) Deactivation is about twice as powerful as rejection in accelerating the search
for the best solution once the first solution has been found. This difference in empirical
performance substantiates the Intuitive notion that the conditions for deactivating a partial
solution are substantially easier to satisfy than the conditions for rejecting it. The combined
heuristics speed up this phase of the search by a significant factor (2.7).

{2) The combined heuristics succeed most (34%4) of the time in satisfying the halting
condition, at a reasonable cost {29%) ccmpared to the time it takes to find the best solution. The
large variance in this cost and the Tallure to satisfy the halting condition {n the other 6% of the
runs suggest that other techniques are needed to further streamline the search without
el!minating the best solution.

DISCUSEION OF APPLICABILITY

What propertles of Hearsay-il make this method applicabie?

(1) Most of the word labelling Is performed before the first solution is found and
the heurlsiics are applied. Seldom Is a new word subsequently hypothesized with a rating
higher than all the other words {n s time fnterval. Thus the necessary information (the
Rmax functlon) Is determined before the heuristics are applied. Exceptlons do not automatically
cause erroneous rejection, since the Rmax functlon generally provides a safety margin by
overestimating the rating of the best possible solution.

(2) A solutior must account for the whole time Interval of the utterance, f.e, for
every element (syllable). This lacilitates the comparison of extrapolaied potential solutions
with already-found solutions.

(3) The rating function for evaluating solutions {5 context-free. This
factiitales the local comparison of partlal solutions with complete solutions.

The context-free property !s somewhat counter-intultive since the consistency
criteria are in general context-sensitive, f.e., the admisstbility of a labe! depends on the
labels assigned 1o other elements. The rating function might be expeclted 1o Tate
solutions (consistent Interpretations) higher than {nconsistent explanations, but a
context-free rating function does not have this intuitively satisfying tralt. Our
approach separates two properties of a solution-

(1) satisfaction of consistency constraints.

(2) goodness of it between labels and data.




Consistency is considered to be an all-or-none properly and |s guaranteed by the
form of the search. Relailve goodness of fit s assumed to be local, rather than
conlext-sensitive. When this assumption approximates the truth, it becomes possible 0 apply
the powerful deactivation heuristic.

CONCLUSIONS

Conservatlve pruning  heuristics for combinatorial search have been
presented. They cperata by eliminating branches of the search which cannot lead to
solutions better than those found already. In this respect, they can be thought of as
alpha-beta pruning heurlstics tn a one-player game. The pruning heurlstics and associated
halting condition have been implemented in Hearsay-1l and shown to be effective In the real-
world problem domain of speech understanding.

When the object of & search s to find the best solution (not just any seclution),
there is an Important tradeoff between speed and accuracy. The simplest halting policy
accepts the first solution fourd. This policy Is correct I the search s always best-first; the
closer the search is to oest-first, the more attractive such a simpie policy becomes. More
scphisticated policies increase accuracy at the expense of prolonging the search so as to
guarantee that the test solution is not missed.

In a nearly-best-first search, the discovery of a solution changes the purpose of
the search from one of finding the best possible solulion 10 one of ver!fying that there is no
betler solution than the one found. This change of purpose should be reflected in the search-
gulding policies.

The approach described expioits certain assumptions about the search.

(1) The search space can be represented by a set of elements (data) each of which
can be labelled in several ways. A solullon labels all the elements and satisfies specified
conslistency constraints.

(2) A rating function evaluates how well a given label fits a glven element. Ap
upper bound on the best label rating for each element should be determined by the time the
first solution is found. The tighter the bound, the better the performance of the pruning
heuristics.

(3) The rating of 8 solution should be a function of the ratings of {ts individual
labels. It should be possible to compute an upper bournd on the rating of the Lest possible
extrapolation of a given partial solutlon. The tigh.er the bound, the better the performance.

(4) The better the found solution relallve to the best (generally inconsistent)
interpretotion Imax {(which assigns each element Its highest-ianked label), the more pruning
can be done The stronger the conslistency constraints, the lower & solution will tend to be
rated compared to Imax, and the worss the performance.

Many search probiems (e g., speech and image understanding, medical diagnosis)
appear to fit the paradigm of "“choose one from Column A, one from Column B,” {.e., glven
alternative cholces for a set of declsion points, find the best-rated consistent set of choices.
When efficlent best-first search algorithms are (nfeasible, some mechanism {s needed for
deciding when to halt the search and accept the best solution found 3o far. Suzh a mechanism
should terminate ine search as s0Gn a5 possible withcou! ignoring hetter solutions. This paper
has shown how such a mechanism can exploilt (nformation about already-found
solutions to accelerate the search conservatively, i.e, without {gnoring better solutions.
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